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Chapter 1

Overview

The ARC middleware [? | by NorduGrid [? ] is a software solution that uses grid technologies to enable
sharing and federation of computing and storage resources distributed across different administrative and
application domains. ARC is used to create grid infrastructures of various scope and complexity, from
campus to national grids.

This document gives a detailed overview of the ARC Computing Element (CE), along with step-by-step
installation and configuration instructions and a full reference of the configuration commands.

1.1 The grid

An ARC-based grid aggregates computing and storage resources, making them accessible through standard
interfaces, and using a common information system to optimize access.

Client tools can query this information system to see what kind of resources are available, match user’s
tasks to best available resources, submit computing jobs, which are smaller or bigger tasks (scripts and/or
binaries, often processing defined input data) to run on computing nodes in the grid, they can access files
on and upload results to storage resources.

For users, all this complexity is hidden: they simply formulate their tasks in a special language and send
them to the grid, not even knowing which computing or storage resources are out there. ARC takes care of
the rest.

While submitting jobs, users must specify requirements for each job, namely, what software should it execute,
what data to process, what kind of software environment it needs on the computing node, how much memory,
how strong CPU, etc. — these are specified in the formal job description. They can use various client tools,
like the native command-line interface supplied along with the ARC middleware [? ], GUI tools, web portals
or specialized clients as part of a bigger software tool. All users must be authenticated by grid services using
X.509 certificates signed by trusted Certificate Authorities. ARC also uses short-lived prozy certificates to
delegate users’ rights to various activities performed by Grid services on their behalf, such as job execution
or data transfer. Authentication alone is not sufficient: users must also be authorized to perform such
activities. Typically, users form groups (called Virtual Organizations, VOs) to ease to process of getting
authorized on the several computing resources.

In order to handle all the computing resources in a uniform way, there is a need for a layer (“middleware”)
between the client tools and the resources: the Computing Element (CE). This document describes how to
use the CE functionality of the ARC middleware to make a computing resource accessible for grid users.

1.2 The ARC services

Grid computing has three big areas: computation, storage and information. The server side of the ARC
middleware provides services for all three main areas:
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Figure 1.1: The interfaces and internal components of a generic grid computing element

¢ The Computing Element (CE). By installing the ARC Computing Element (CE), a computing re-
source (usually, computing clusters managed by a batch system—LRMS—or a standalone workstation)
will gain standard grid interfaces, through which users (authenticated using their X.509 certificates)
can get information about the resource, submit, query and manage computing jobs with the help of
client tools. The computing resource will also gain a capability to register itself to several different
grid information system such that client tools would discover it.

e The Storage Element (SE). The ARC GridFTP Server [? ] besides being an important part of the
ARC Computing Element, can also be installed as a standalone storage solution.

e The Indexing Service (EGIIS). The ARC Enhanced Grid Information Indexing Service (EGIIS)
is capable of collecting registrations from computing elements and storage elements equipped with
the ARC Resource Information Service (ARIS) and providing these resource pointers to the client
tools. There are several EGIIS instances deployed all around the world. New resources usually register
themselves to one or more of the existing indexes.

These three functionalities are implemented by one or more ARC services, which can be installed separately
in a standalone manner, or all of them can reside on the same machine. This document only describes the
ARC Computing Element (CE). For the description of the standalone GridFTP Storage Element, please
refer to the The NorduGrid GridFTP Server document [? ].

There is a very important fourth area: the client side. The ARC command line clients [? | are able to
fully interact with the A-REX or other computing elements, they support several data transfer protocols to
be able to upload and download files from all kinds of storage resources. They are querying the available
computing resources from the information system, doing brokering based on the requirements specified in
the job description (languages supported: XRSL [? ], JSDL [? ] and JDL [? ]), they are able to query the
status of jobs and manage their lifecycle, and to handle all aspects of the secure communication including
delegation of the user’s credentials.

1.3 The functionality of the ARC Computing Element

Figure 1.1 shows the interfaces and the internal components of a generic grid computing element. An ARC
Computing Element (CE) has these interfaces and components, and with them it is capable of the
following:

e to advertise (register) itself in an information system to make the clients tools know about its location
and capabilities

e to accept job execution requests coming through the job submission interface and to process the jobs
(written in standard job description languages) handled by the ezecution service
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Figure 1.2: The interfaces and components of the ARC Computing Element

e to accept the files requested by the jobs from the user through the file access interface or to download
them from remote storages (input file staging) and to avoid downloading the same files over and over
again by caching them

e to forward the jobs to the local resource management system (LRMS) (such as Condor [? ], Torque [?
], OpenPBS [? ], Sun Grid Engine [? ], etc.), which will schedule and execute them on the computing
nodes in the local cluster

e to monitor the status of the jobs by running the information provider scripts and make this information
available through the information query interface.

e to make the results (output files) of the jobs accessible through the file access interface or upload them
to a remote storage output file staging

1.4 The A-REX, the execution service

The most important component of the ARC Computing Element is the A-REX (ARC Resource-coupled
EXecution service). The A-REX accepts requests containing a description of generic computational jobs and
executing it in the underlying local batch system. It takes care of the pre- and post-processing of the jobs:
staging in (downloading) files containing input data or program modules from a wide range of sources and
storing or staging out (uploading) the output results.

The ARC Computing Element with the help of A-REX and some other services provides two distinct set
of interfaces: the pre-web service interfaces, which are based on LDAP and GridFTP, and are currently
widely deployed and in production; and the web service interfaces, which are based on grid standards, are
also well-tested and production-quality but not yet widely used. Figure 1.2 shows the interfaces and also
the other components.

1.4.1 The pre-web service interfaces

The pre-web service job submission interface uses the GridF'TP protocol in a special way. It is provided by
a separate component, the ARC GridFTP Server (GFS) has a job plugin which accepts job descriptions in
the XRSL job description language. The A-REX works together with the GridFTP Server to get notified
about new jobs.

The pre-web service information query interface of the ARC CE is an LDAP/BDII based interface, which
is provided by a separate component, called the ARIS (the ARC Resource Information System).

The pre-web service file access interface uses the GridFTP protocol, and is served by the same ARC GridF'TP
Server (GFS) which provides the job submission interface too.
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Figure 1.3: The services and components of the pre-web service ARC CE

The A-REX service itself has no direct interface to the clients in the pre-web service case, it communicates
through the GridFTP Server (GFS). Figure 1.3 shows the services and the components of the pre-web service
ARC CE.

1.4.2 The web service interfaces

The web service job submission interface of the ARC CE is provided by the A-REX itself, and it is a
standard-based interface: an enhancement of the OGSA Basic Execution Service recommendation [? |.

The web service information query interface of the ARC CE is also provided by the A-REX itself, and
it is also a standard-based interface, called LIDI (Local Information Description Interface), which is an
implementation of the OASIS Web Services Resource Properties specification [? ].

The file access interface is technically not a web service, but it is the well-known HTTPS interface provided
by the A-REX itself.

In the web service case, all the interfaces are provided by the A-REX itself, there is no need of separate
services. Figure 1.4 shows the components of the web service ARC CE.

The web service and the pre-web service interfaces are capable to work together: an ARC CE can provide
both interfaces at the same time.

1.5 Security on the Grid

Security on the grid is achieved using X.509 certificates. Any grid service needs to have a certificate issued
by a trusted Certificate Authority (CA). A single machine, like a front-end running a CE, is identified by a
host certificate. A single user accessing the grid is identified by a user certificate also issued by a trusted
CA.

Grid CAs are often established in each country, though there are also CAs issuing certificates for specific
organizations (like CERN), or for several countries (like TERENA). Each CA has its own certification policies
and procedures: to access/setup a grid service, one has to contact the relevant Certificate Authority in order
to obtain the needed certificates.

When a user wants to access the grid, the client tools generate a short-lived prozy certificate to delegate
user’s rights to jobs or other activities performed by grid services on the user’s behalf.
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Figure 1.4: The components of the web service ARC CE

In order for the server to authenticate the client, the certificate of the CA issuing the user’s certificate has
to be installed on the server machine. In the same manner in order for the client to authenticate the server,
the certificate of the CA issuing the host’s certificate should be installed on the client machine.

On the server side it is the responsibility of the system administrator to decide which authorities to trust, by
installing each authority’s certificate. On the client side, the user decides which CA certificates she installs.
The user cannot access a grid resource, if the issuer CA certificate of the host is not installed.

Figure 1.5 shows an overview of the required keys and certificates, and also the process of creating a client
proxy certificate using the user’s credentials, and optionally collecting more information about the Virtual
Organization (VO) the user belongs by connecting to a Virtual Organization Membership Service (VOMS).

1.6 Handling jobs

A job is described as a set of input files (which may include executables), a main executable and a set of
output files. The job’s life cycle (its session) starts with the arrival of the job description to the Computing
Element (CE), next comes the gathering of the input files, then follows the execution of the job, then the
handling of the output files and finally job ends with the removal of the session contents by either the user
or after a specified amount of days by the CE.

Each job gets a directory on the CE called the session directory (SD). Input files are gathered in the SD. The
job may also produce new data files in the SD. The A-REX does not guarantee the availability of any other
places accessible by the job other than SD (unless such a place is part of a requested Runtime Environment,
see section 1.7, Application software in ARC: The RunTime Environments).

Each job gets a globally unique identifier (jobid). This jobid is effectively a URL, and can be used to access
the session directory (to list, download and even upload files into the SD) from outside, either through the
HTTP(S) interface or through the GridFTP Server.

1.6.1 A sample job processing flow

The jobs in the ARC Computing Element usually go through these steps:

1. The client (such as the ARC command line tools [? ]) connects to the job submission interface (either
to the web service interface of A-REX or to the GridF'TP Server).
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Figure 1.5: Certificates on the client side and on the server side. The client tools create a proxy certificate using the
user’s credentials, and optionally collect more information about the Virtual Organization (VO) the user belongs by
connecting to a Virtual Organization Membership Service (VOMS).

10.

11.

12.

Using the well-established processes of the X.509 Public-Key Infrastructure [? ], the client and the
server both authenticate each other, based on the trusted CA credentials which were previously installed
on both ends.

The A-REX authorizes the user based on configurable rules, and maps the grid identity to a local
username which should be available also on all the worker nodes.

The client tool delegates user’s credentials to the A-REX to enable it to act on behalf of the user when
transferring files. (See Figure 1.6.)

A job description written in one of the supported languages (XRSL [? | or JSDL [? ]) is sent from
the client to the server. (The client itself understands the JDL [? | language also, and it translates it
to either XRSL or JSDL for the A-REX to understand.)

. The job is accepted and a directory (the session directory, SD) is created which will be the home of

the session. Metadata about the job is written into the control directory of the A-REX.

. The client tool receives the location of the session directory (SD), and if there are local input files, those

will be uploaded into the SD through the file access interface (either through the HTTP(S) interface
of the A-REX, or through the GridFTP Server).

If the job description specifies input files on remote locations, the A-REX fetches the needed files
and puts them into the SD. If the caching is enabled, the A-REX checks first if the file was already
downloaded recently, and uses the cached version if possible.

When all the files prescribed in the job description are present (either uploaded by the client tool or
downloaded by the A-REX), a suitable job script is created for and submitted to the configured batch
system (LRMS).

During this time, the SD of the job is continuously accessible by the client tool, thus any intermediate
result can be checked.

The information provider scripts periodically monitor the job status, updating the information in the
control directory.

When the job in the LRMS is finished, the A-REX uploads, keeps or removes the resulted output files
according to the job description.
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Figure 1.6: The client delegates the client proxy to the Computing Element, while both parties verifies that the
credentials are signed by a trusted Certificate Authority (CA)

13. The client tool may also download the output files through the file access interface, and remove the
job from the Computing Element (CE).

During the whole lifetime of the job, its status can be queried through the information query interface (either
through the LDAP interface or through the LIDI web service interface).

Figure 1.7 and Figure 1.8 shows the staging process.

1.7 Application software in ARC: The RunTime Environments

Code development in science but also in specific knowledge areas always demands specific software, libraries
and tools to be used. A common task when offering computational power is to recreate such environments
for each specific knowledge domain.

To provide such software environments and tools in the grid world, ARC enforces the concept of the RunTime
Environment (RTE).

ARC RunTime Environments (RTEs) provide user interfaces to application software and other resources in
a way that is independent of the details of the local installation of the application and computing platform
(OS, hardware, etc.).

It addresses setups typically required by large research groups or user bases, dealing with a common set of
software.

The actual implementation of particular RTE may differ from site to site as necessary. However, it should be
designed so that resource providers with different accounting, licence or other site-specific implementation
details can advertise the same application interface (RE) for all users. It is always up to the local system
administrators to take a decision whether to install and enable a particular runtime environment or not.

A RTE, as conceptualized in http://pulse.fgi.csc.fi/gridrer/htdocs/intro.phtml) is defined
by two items:

1. RTE Homepage

e describes the users’ application interface

e provides application installation instructions for the site administrators


http://pulse.fgi.csc.fi/gridrer/htdocs/intro.phtml
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Figure 1.7: The process of staging in the input files of a job

e links to the application support information
2. RTE itself

e is a shell environment initialization script
e is installed on computing resources

e initializes variables that point to the application software

Let’s have an example from the user perspective:

A user has a script written in python 2.6 that she wishes to execute in some remote computing node in
Grid. She requests PYTHON-2 . 6 Runtime Environment in the job-description file and passes that file to the
command arcsub.

Upon submission, arcsub parses the job description, notices the RTE request and submits the job only
to sites advertising that RTE. After job submission A-REX on the chosen site initializes the environment
in the computing node before local execution of the job. It initializes the environment so that python
interpreter and standard libraries are in the PATH and executable/readable by the user as described in the
RTE Homepage.

What does this give to the users:

e casier access to a large software resource base

e identical interface to applications independent of the computing platform
What does this do for resource providers and application developers:

e opens the application to a large user base

e reduces overlapping work with application support

More information on how to setup RTEs can be found in Section 4.5.2, Runtime Environments.
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Figure 1.8: The process of staging out the output files of a job

1.8 The local information

In order to create a Grid infrastructure using ARC-enabled computing resources, information description and
aggregation services need to be deployed. ARIS is coupled to a computing resource and collects information
about it. EGIIS keeps a list of ARIS instances, and eventually, of other EGIIS instances lower down in
hierarchy. Top-level EGIIS instances thus serve as an entry point to the Grid, allowing to discover all the
resources.

While ARIS is coupled to a resource, EGIIS is an independent service. A typical Grid resource owner
always has to deploy ARIS*. EGIIS servers, on the other hand, are normally deployed by the overall Grid
infrastructure operators.

A system effectively created by ARIS and EGIIS services is called the ARC Information System. Being
based on OpenLDAP [? ], it can be accessed in a standard manner by a variety of LDAP clients, giving a
full overview of the infrastructure resources.

ARIS instances are responsible for resource (e.g. computing or storage) description and characterization.
The local information is generated on the resource, and it can be cached. Upon client requests it is presented
via LDAP interface.

1.8.1 Overview of ARC LDAP Infosys schemas

ARC information system currently can present information in three different formats, or schemas. These
can be enabled simultaneously. The schemas are:

1. NorduGrid-ARC schema — this is the NorduGrid default schema, described in detail in this document.
It was inspired by Globus MDS, but has been improved a lot over the years and due to incompatible
changes was moved into the NorduGrid LDAP namespace. In order for standard NorduGrid clients to
submit jobs to a resource, this schema must be published.

2. Glue 1.2 — This is the schema that is used by gLite [? ]. Currently, gLite supports Glue 1.3 schema,
but Glue 1.2 is sufficient to be compatible. If ARC is configured to publish information in the Glue 1.2

*Without ARIS, a resource is still functional, but is not a Grid resource
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format, it will first produce data in the NorduGrid-ARC schema which will then be translated to Glue
1.2. To allow gLite clients to submit to a resource, this schema must be published. Please note, that
the gLlite information system must also be hooked into the resource in order for this interoperability
to work.

3. Glue 2.0 — This is the common schema for the EMI [? |. This schema can be published both through
LDAP and XML interfaces of the ARC Compute Element.

ARIS is the information service that is installed on the ARC Compute Element. It publishes via LDAP
interface information about the local computing cluster, like: operating system, amount of main memory,
computer architecture, information about running and finished jobs, users allowed to run and trusted cer-
tificate authorities. The information can be published in either NorduGrid-ARC schema, Glue 1.2 schema
or Glue 2.0 schema.

The dynamic resource state information is generated on the resource. Small and efficient programs, called
information providers, are used to collect local state information from the batch system, from the local Grid
layer (e.g. A-REX or GridFTP server) or from the local operating system (e.g. information available in
the /proc area). Currently, ARC is capable interfacing to the following batch systems (or local resource
management system LRMS in the ARC terminology): UNIX fork, the PBS-family (OpenPBS, PBS-Pro,
Torque), Condor, Sun Grid Engine, IBM LoadLeveler and SLURM.

The output of the information providers (generated in LDIF format) is used to populate the local LDAP
tree. This OpenLDAP back-end implements two things: it is capable caching the providers output and upon
client query request it triggers the information providers unless the data is already available in its cache.
The caching feature of the OpenLDAP back-end provides protection against overloading the local resource
by continuously triggering the information providers.

1.9 LRMS, Queues and execution targets

Usually the A-REX is installed on top of an existing local resource management system (LRMS). The A-REX
has to interfaced to the LRMS in order to be able to submit jobs and query their information.

The A-REX assumes that the LRMS has one or more queues, which is a couple of (usually homogeneous)
worker nodes grouped together. These queues should not overlap. The different LRMSes have different
concepts of queues (or have no queues at all). Nevertheless, in the A-REX configuration, the machines of
the LRMS should be mapped to A-REX queues. The details can be found in Section 4.4.2, Connecting to
the LRMS.

The client side job submission tools query the information system for possible places to submit the jobs,
where each queue on a CE is represented as an execution target, and treated separately.
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Requirements

To properly configure an ARC CE the following prerequisites are needed:

¢ Administrators installing ARC CE must have access to network firewall configuration:
Several ports will need to be open for the ARC services to work (see 4, Configuration and 4.1.4,
Firewalls

e Time Synchronization of the system that will run an ARC CE must be setup, by using the NTP
protocol [? ] or similar. The grid relies on syncronization for the jobs to be correctly submitted and
for the security infrastructure to work properly.

The following is optional but suggested to be on the machines running an ARC CE:

e A networked filesystem such as NFS or similar, to connect storage and share job data between the
ARC middleware and the LRMS system behind it.

2.1 Software Requirements

ARC services can be built mainly for GNU/Linux and Unix systems.
Table 2.1 shows the current officially supported ones.

’ Operating System ‘ Version/Distribution | Supported Architectures

Scientific Linux 5.5+ | i386, x86_64
GNU/Linux RedHat 5+ 1386, x86_64
Debian 6+ 1386, x86_64
Ubuntu 10.04+ 1386, x86_64

Table 2.1: Supported operating systems

For a detailed list of the software libraries needed to compile and install ARC services, please refer to the
README included in the source tarball. See Chapter 3, Installation for details.

2.2 Hardware Requirements

The NorduGrid middleware does not impose heavy requirements on hardware. The choice is only bound to
the computational needs of your organization.

Table 2.2 shows the minumum requirements.
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Architecture 32 or 64 bits
CPU families > 1386 , PowerPC
CPU Speed > 300 MHz
Memory Size > 128MB
Disk space for binaries < 30MB
Disk space including development files 160MB

Disk space including external software (such as Globus Toolkit 5) | +10MB

a public IP on the front-end
cluster is strongly encouraged.
Worker nodes can be on a private
or local network.

Network connectivity

Table 2.2: Hardware Requirements

2.3 Certificates

To run an ARC CE and have it servicing the grid, a host certificate provided by a Certificate Authority
(CA) is needed.

A request for such a certificate must be sent to the National Grid Infrastructure organization or to any local
organization entitled to provide grid services.

The CA certificate is needed as well, this is public and can be usually obtained from either the CA itself, of
fetched from the EMI repository, IGTF repository, NorduGrid yum/apt repositories, or from the NorduGrid
Downloads area. These are needed to verify that the service and the users connecting to it have valid
credentials, to perform mutual authentication.

If this is the first time the reader sets up an ARC CE, we suggest to obtain temporary test
certificates for hosts, users and a temporary CA via the InstantCA service:

https://arc-emi.grid.upjs.sk/instantCA/instantCA

Such certificates cannot be used in production environments and can only be used for testing

purposes.
Once the system administrator feels comfortable with an ARC CE setup, InstantCA certificates
can be substituted with actual ones from trusted production CAs.

Installation of certificates is discussed in Section 3.3, Installation of certificates.
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Installation

3.1 Installation for commom GNU /Linux Distributions

The preferred installation method for ARC middleware is by installing packages from repositories. The
currently supported distributions are those based on YUM-RPM (Red Hat, CentOS, Fedora, Scientific
Linux) and those based on APT (Debian, Ubuntu).

The packaging systems will automatically download additional libraries and dependencies for all the ARC
middleware components to work properly. You can choose to install single packages one by one and add
functionalities in a step-by-step fashion. Please refer to table 3.1 if you plan to do so.

ARC provides also meta-packages that are shortcuts to install a group of packages that provide a single
functionality. It is strongly recommended to use this functionality for a quick start.

3.1.1 Setting up the repositories

The current repository is the official NorduGrid one. To configure NorduGrid repositories please follow the
up-to-date instructions at:

http://download.nordugrid.org/repos.html

If ARC CE is to be used together with other European grid products, for example to join European scientific
experiments such as ATLAS or ALICE, then the suggested repository is the EMI repository.

The EMI consortia provides also official production level customer support for distributions such as Scientific
Linux 5.5 and Debian 6 and above, so it is strongly recommended to install from EMI if you are planning
to use an ARC CE on these systems.

To install such repositories, please follow the instructions at EMI official website at this link:

http://emisoft.web.cern.ch/emisoft/index.html

3.1.2 Performing the installation

To perform the installation, follow these steps:

1. Configure a repository (see above for details)

2. Install the ARC CE using meta-packages: issue the following command as root:
For RPM-Based distros:

yum install nordugrid-arc-compute-element
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For APT-Based distros:

apt—-get install nordugrid-arc-compute-element

This will install the packages marked with * in table 3.1.

3. (optional) if you want to customize your setup with individual packages, issue:
For RPM-Based distros:

yum install <packagename>

For APT-Based distros:

apt—-get install <packagename>

Package Content

All

nordugrid-arc*! All components

ARC CE

nordugrid-arc-arex*! ARC Remote EXecution service
nordugrid-arc-hed*! ARC Hosting Environment Daemon
nordugrid-arc-plugins-needed*! ARC base plugins
nordugrid-arc-gridftpd*! ARC GridFTP server
nordugrid-arc-plugins-globus* ARC Globus plugins
nordugrid-arc-cache-service ARC cache service

nordugrid-arc-datadelivery-service | ARC data delivery service

nordugrid-arc-ldap-infosys™+ LDAP components of ARC information system
nordugrid-arc-aris* ARC local information system
ARC SE

nordugrid-arc-gridftpd ARC GridFTP server

ARC IS

nordugrid-arc-egiis+! ARC EGIIS service

Security

nordugrid-arc-gridmap-utils*! NorduGrid authorization tools
nordugrid-arc-ca-utils*! NorduGrid authentication tools
Monitoring

nordugrid-arc-ldap-monitor ARC LDAP monitor service
nordugrid-arc-ws-monitor ARC WS monitor service
Documentation

nordugrid-arc-doc ARC documentation

Figure 3.1: ARC packages: the table shows a brief description of each package and the components they
belong to. Packages marked with “I” are mandatory to have a working functionality. Packages marked with
“*7 are automatically installed by ARC-CE nordugrid-arc-compute-element metapackage, packages marked
with “+” are automatically installed by ARC Infosys nordugrid-arc-information-index metapackage
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3.2 Installation for other systems and distributions

Packages are not provided for platforms other than GNU/Linux, so for the moment being the only way of
installing ARC services is by compiling from source. Please refer to the README file* in the source code
repository for more details.

3.3 Installation of certificates

A description of what certificates are and why they are needed can be found in Section 1.5, Security on the
+1id.

Information about reading the contents of the certificates, changing their formats and more can be found in
the ARC certificate mini how-to document.

In case ARC was installed using meta-packages (see Chapter 3, Installation) all the required CAs are already
installed and a script will automatically update them together with system updates.

If you want to install or remove specific CAs, NorduGrid repositories contain packaged CAs for ease of
installation. By installing these packages, all the CA credentials will get updated by system updates. These
packages are named in this format:

ca_<CA name>
Example:
ca_nordugrid

You can install them as you would install any package by APT or YUM.

In case your resource is in a Nordic country (Denmark, Finland, Norway, Iceland or Sweden), install the
certrequest-config package from the NorduGrid Downloads area. It is also in the NorduGrid repos-
itories with name ca-nordugrid-certrequest—config. This contains the default configuration for
generating certificate requests for Nordic-based services and users. If you are located elsewhere, contact
your local CA for details.

For example, in Nordic countries, generate a host certificate request with
grid-cert-request —-host <my.host.fqgdn>

and a LDAP certificate request with
grid-cert-request -service ldap -host <my.host.fgdn>

and send the request(s) to the NorduGrid CA for signing.

3.3.1 Installing host certificates

Once an host certificate is obtained from a CA, it has to be installed for the CE to use it.

When generating a certificate, two files will be created: a certificate file (public), typically hostcert . pem;
and a key file (private), typically hostkey.pem.

Installation is as follows:

1. Copy the two files hostcert .pem and hostkey.pem into the standard ARC location:
/etc/grid-security.

2. Both files must be owned by root.

*http://svn.nordugrid.org/trac/nordugrid/browser/arcl/trunk/README
fhttp://www.nordugrid.org/documents/certificate_howto.html
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3. The private key (hostkey.pem) must be readable only by root.
4. The two files MUST NOT have executable permissions.

5. The key file MUST NOT be password protected. This is especially important if a tool other than
grid-cert-request was used.

If the ARC services will be run as a different user than root, then these files should be owned and accessible
by this other user.

3.3.2 Installing custom CA certificates

If you’re planning to install custom certificates such as the one provided by InstantCA (See 2.3, Certificates)
then the files must usually be copied into the /etc/grid-security/certificates/ directory.

3.3.3 Authentication Policy

The credential-level authentication policy is just a decision on which certificates the CE will accept. Only
those users whose CAs are installed will be able to connect to the CE. (This does not mean they will be
authorized to submit jobs, but at least they can establish the connection.) It is strongly advised to obtain
a certificate from each CA by contacting it. To simplify this task, the NorduGrid Downloads area has a
non-authoritative collection of CA credentials approved by EUGridPMA. As soon as you decide on the list
of trusted certificate authorities, you simply download and install the packages containing their public keys
and certificates. Before installing any CA package, you are advised to check the credibility of the CA and
verify its policy!

Example If your host certificate is issued by the NorduGrid CA, and your user has a
certificate issued by the Estonian CA, and she is going to transfer files between your site
and Slovakia, you need the NorduGrid, Estonian and Slovak CA credentials.

3.3.4 Revocation lists

The Certificate Authorities are responsible for maintaining lists of revoked personal and service certificates,
known as CRLs (Certificate Revocation Lists). It is the CE administrator responsibility to check the CRLs
regularly and deny access to Grid users presenting a revoked certificate. Outdated CRLs will render your
site unusable. A tool called fetch-crl exists to get the latest CRLs, which can be installed from the
fetch-crl package which is included with the nordugrid-arc—compute—-element meta-package and
also available from major repositories (this package is not provided by NorduGrid). The tool is intended to
run as a cron job. There are 2 init scripts available:

/etc/init.d/fetch—-crl-boot
/etc/init.d/fetch-crl-cron

The fetch-crl-boot script enables CRL downloads during boot while fetch-crl-cron enables sched-
uled download of CRLs. Detailed configuration can be tuned via /etc/fetch-crl.conf.

More information can be found here: http://vdt.cs.wisc.edu/components/fetch—-crl.html.
Automatic startup of these services are distribution dependent and the administrator should take care of
running these scripts by the means offered by their OS distribution.

3.3.5 Authorization policy

The authorization policy is a decision on which grid users or groups of grid users (Virtual Organizations) are
allowed to use a resource. Configuration of this will be discussed in the following sections: Section 4.4.1,
Access control: users, groups, VOs and Section 6.10, Structure of the grid-mapfile.


http://vdt.cs.wisc.edu/components/fetch-crl.html

Chapter 4

Configuration

This section leads through the following steps:

1. Prepare the system to run ARC services (Section 4.1, Preparing the system)
2. Configure a basic CE (Section 4.2, Configuration file formats and Section 4.3, Setting up a basic CE)
3. Make it production-ready (Section 4.4, Production CE setup)

4. Add optional features (Section 4.5, Enhancing CE capabilities)

4.1 Preparing the system

4.1.1 Users and groups

ARC services are run by the root user by default, and this is the most convenient way for normal operation.
But it is also possible to run them as a non-privileged user (see Section 4.1.3, Permissions).

Users accessing the grid have a grid identity (see Section 1.5, Security on the Grid) and will submit and
run jobs on different physical machines. In ARC, each grid identity is mapped to a local UNIX user on the
front-end machine (the one that runs A-REX) and eventually on the machine actually performing the job
(worker nodes, managed by the LRMS). Hence, one or more local UNIX users need to be created in the
system, to run the jobs submitted by grid clients.

It is possible to map all grid users to the same local user. For a basic CE setup, this will be sufficient. Later
however for security reasons it is better to have a pool of local users to choose from, or the have actual local
users for each grid user. To anticipate more users in the future, it is a good practice to create a dedicated
local group for these mapped users, so that is possible to use local UNIX authorization methods to restrict
the grid accounts.

For the basic CE setup, let’s create a new group called grid and new user called griduserl that belongs to
this group. Later more users can be created.

More advanced user configuration setups are discussed in Section 4.4.1, Access control: users, groups, VOs.

4.1.2 Disk, partitioning, directories

The ARC CE uses separate directories to store the data files of the jobs, the metadata about the jobs, and
the cached input files. It also requires a directory with the installed CA certificates and optionally can use
a directory of runtime environments.

Figure 4.1 shows these directories, Table 4.1 summarizes how these directories should be configured.

Some of these directories are suggested to be local to the front-end, other can be on shared or networked
filesystems on external storage. The following is a description of the important directories for ARC CE.
Note: some of them are Required for the ARC CE to work.
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control cert
A-REX directory directory
——— )
local session RTE
cache directory directory

Figure 4.1: The directories on an ARC CE

Control Directory (CD) [Required] contains all the information about jobs handled by the A-REX, such
as job specification files and LRMS submission scripts. The information provider scripts also use this
directory to get information about jobs. This directory is heavily accessed by the A-REX, hence it
should not be on a slow remote storage.

Session Directory (SD) [Required] contains the executable and data files of the jobs. This is where
the jobs run, and this is the only area where they can produce results. Each job is assigned a unique
directory within the session directory. This is usually shared among the worker nodes and the frontend,
and can be remote for the frontend also. (See also Section 6.13, Using a scratch area.)

Grid Certificates Directory [Required] contains the certificates of and other information about the trusted
CAs. Tt is usually located at /etc/grid-security/certificates. (For setup instructions, see
Section 3.3, Installation of certificates.)

Cache Directory [Optional] can be used to cache downloaded input files, so if a new job requires the same
file, it doesn’t have to be downloaded again. Can reside on a shared filesystem. Caching is discussed
in sections Section 4.4.3, Enabling the cache and Section 6.4, Cache.

Runtime Environments Scripts directory [Optional] contains special scripts that setup a particular
runtime enviroment for a job to access. These include environment variables and software selections.
Can reside on a shared filesystem. Runtime Environments are explained in Section 4.5.2, Runtime
Environments.

When partitioning disks and connecting shared storage, keep in mind the following things:

e The control directory (CD) is frequently accessed by the CE, so it is strongly advised to have it on a
local hard disk. It can, however, grow pretty much with the number of jobs, so it is better to allocate
a separate partition for it. The amount of data per job is generally around 50-100kb, but depending
on the configured log level and the amount of data transfer, the data transfer log for each job can be
much larger than this.

e The session directory (SD) stores all the executables, input and output files, and intermediate results
of the jobs. It should be on a separate partation or even on a remote storage.
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For more details please refer to sections Section 6.13, Using a scratch area, Section 4.4.3, Enabling the
cache.

The ARC suggested setup for these directories is summarized in table 4.1.

Directory Suggested Location Example Required?

session directory NFS or Shargd FS, can be also on /var/spool/arc/session Required
a separate disk partition

control directory local to th.e fI‘OIlt—.eTld, also in a /var/spool/arc/control Required

separate disk partition

CA certificates | local to the front-end /etc/grid-security/certificates Required

RTE scripts NF'S or shared FS /SOFTWARE/runtime Optional

cache directory Lc;;all\,}FlgFS, local and published /var/spool/arc/cache Optional

Table 4.1: Summary of ARC CE directories setup

4.1.3 Permissions

By default, the ARC services are run by root. In this case the control directory (CD) and the session
directory (SD) should be writable, readable and executable by the root user, and then the A-REX will set
all the other permissions as needed.

In case the ARC services should be run as a non-privileged (non-root) user, they cannot modify permissions
of directories as easily. After the grid users are mapped to local users, they have to be able to access the
job’s session directory, hence the suggested setup is:

put all the local users into the same group (e.g. grid)

to set group ownership of the SD to this group
e the SD has to be writable, readable and executable by members of this group

e the SD and the CD have to be writable, readable and executable by the user running the ARC services

The host credentials need to have special permissions (see Section 3.3, Installation of certificates).

4.1.4 Networking

DNS Requirements For the ARC middleware, the frontend has to have a public IP and a Fully Qualified
Domain Name (FQDN) in order to join an indexing service and thus the grid (more on this on chapter
Section 4.4.5, Registering to an ARC EGIIS). This means that a reverse DNS lookup for the frontend’s IP
has to return the FQDN.

Basic networking recommendations are the following:

e Make sure your frontend has a FQDN. Issuing hostname -f should print it.

e In the /etc/hosts file, make sure that the FQDN of your machine comes first, before other network
names. Example: if 130.235.185.195 is the IP address and gridtest.hep.lu.se is the FQDN
assigned to it, /etc/hosts should look like:

130.235.185.195 gridtest.hep.lu.se gridtest

while the following could lead to problems:

# wrong!
130.235.185.195 gridtest gridtest.hep.lu.se



28 CHAPTER 4. CONFIGURATION

Firewalls ARC-CE needs the following incoming and outgoing ports to be opened:

e For the web service interface: HTTP(s), default 80 and 443

e For LDAP Information System, default 2135 (see also Section 4.3.5, The [infosys] section: the local
information system)

e For the gridftp service interface: GridF TP,

— default 2811
— a range of ports for GridFTP data channels, typically 9000-9300

e For HTTPg, default 8443 (outgoing only)
e For SMTP, default 25 (outgoing only)
e For NTP, default 123 (outgoing only, in case NTP is used for time synchronisation, see 2, Requirements)

e For webservices, the port defined for A-REX. See Section 4.5.3, Enabling the Web Services interface.

Most ports, including 2135 and 2811, are registered with IANA and should normally not be changed. The
ports for GridFTP data channels can be chosen arbitrary, based on following considerations: gridftpd by
default handles 100 connections simultaneously; each connection should not use more than 1 additional
TCP port. Taking into account that Linux tends to keep ports allocated even after the handle is closed
for some time, it is a good idea to triple that amount. Hence about 300 data transfer ports should be
enough for the default configuration. Typically, the range of ports from 9000 to 9300 is being opened.
Remember to specify this range in the ARC configuration file (see Section 4.2, Configuration file formats,
globus_tcp_port_range attribute) later on.

For using legacy Globus components it is also worth to read information at this URL: http://dev.
globus.org/wiki/FirewallHowTo

Other network related Internal cluster nodes (i.e. LRMS nodes) are NOT required to be fully avail-
able on the public internet (however, user applications may require it). For information about publishing
nodes’ network connectivity please refer to Section 4.3.5.1, The [cluster] section: information about the host
machine.

4.1.5 Security considerations
SELinux If the system uses SELinux, the startup script should be usually able to create profiles for the
services.

To fine tune LDAP information system permissions, see 5.7.2, How to configure SELinux to use a port other
than 2135 for the LDAP information system.

If any problem in connecting to or starting up services arises, submit a bug report to the ARC bugzilla*.

If problems arise and it is suspected they are due to SELinux, the best is to set SELinux in permissive mode
and check if the problem persists.

AppArmor On Ubuntu and Debian machines AppArmor profiles have been reported to prevent the infos-
ystem starting. AppArmor profiles are currently not shipped for ARC components. Therefore for the time
being:

e Remove /etc/apparmor.d/usr.sbin.slapd and restart AppArmor.

e If the above doesn’t exist or doesn’t help, disable AppArmor completely or put all the profiles in
complain modeT.

*http://bugzilla.nordugrid.org/
fhttps://help.ubuntu.com/community/AppArmor
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4.2 Configuration file formats

Configuration of ARC can be done with a single configuration file usually located at /etc/arc.conf.

This configuration file format is fully compatible with the one for ARC middleware version 0.8.x.

* If you have a legacy file from an ARC 0.8.x version,
you can directly use that file for the new A-REX-based ARC CE.

Using the the arc.conf is sufficient for the majority of use cases, however there is a possibility to use a
lower-level XML-based configuration format (and a corresponding higher-level INT format) in special cases.
For more details, see Section 6.7, The XML and the INI configuration formats.

4.2.1 Structure of the arc.conf configuration file

An ARC configuration file is a text file containing sections and related commands.

Each section identifies one or more components/features of ARC, and commands are used to modify the
behaviour of these component /features.

A section name is sourrounded by square brackets and can contain slashes. Names after the slashes identify
subsections. Examples:

[cluster]

[infosys]

[infosys/gluel2]

[queue/fork]
[infosys/cluster/registration/toPGS1]

As a general rule, a section name containing a subsection has to appear after its section. Examples in
Figure 4.2.

[infosys] [infosys/cluster/registration/toPGS1]

[infosys/gluel2] [infosys/gluel2]
[queue/fork] [infosys]
[infosys/cluster/registration/toPGS1] [queue/fork]

Correct Wrong

Figure 4.2: Ordering of section names.

i it ne-line command="value" expression. Exam :
A configuration command is a one-line d="value" expression. Examples

hostname="gridtest.hep.lu.se"
nodecpu="2"
resource_location="Lund, Sweden"
mail="gridmaster@hep.lu.se"

Comments can be added one per line by putting a # at the beginning of the line.

A section starts with a section name and ends at another section name or if the end of the configuration file
is reached. Configuration commands always belong to one section.

Here is an overall example:
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# this is a comment, at the beginning of the [common] section
[common]

hostname="piff.hep.lu.se"
x509_user_key="/etc/grid-security/hostkey.pem"
x509_user_cert="/etc/grid-security/hostcert.pem"
x509_cert_dir="/etc/grid-security/certificates"
gridmap="/etc/grid-security/grid-mapfile"

lrms="fork"

# since there 1s a new section name below, the [common] section ends
# and the grid-manager section starts

[grid-manager]

user="root"

controldir="/tmp/control"

sessiondir="/tmp/session"

# cachedir="/tmp/cache"

debug="3"

# other commands...
[queue/fork]

# other commands till the end of file.
# This ends the [queue/fork] section.

4.2.2 Description of configuration items

In the descriptions of commands, the following notation will be used:

command=value [value] — where the values in square brackets [...] are optional. They should
be inserted without the square brackets!

A pipe “|” indicates an exclusive option. Example:

securetransfer=yes/no — means that the value is either yes or no.

For a complete list and description of each configuration item, please refer to Section 6.1, Reference of the
arc.conf configuration commands.

The configuration commands are organized in sections. The following is a description of the main manda-
tory sections and of the components and functionalities they apply to, in the order they should appear in
the configuration file. These are needed for minimal and basic functionalities (see Section 4.3, Setting up a
basic CE).

[common] Common configuration affecting networking, security, LRMS. These commands define defaults
for all the ARC components (A-REX, GridF'TPd, ARIS), which can be overridden by the specific sections
of the components later. Always appears at the beginning of the config file.

Discussed in Section 4.3.2, The [common] section.

[group] This section and its subsections define access control mappings between grid users and local
users. Applies to all ARC components. Usually follows the [common] section. If there are [vo] sections,
they should come before the [group] section.

Discussed in Section 4.4.1, Access control: users, groups, VOs.

If no access control is planned (for example for tests) this section can be omitted but the administrator must
manually edit the grid-mapfile (see Section 6.10, Structure of the grid-mapfile)

[grid-manager] This section configures the A-REX, including job management behavior, directories,
file staging and logs.
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Discussed in Section 4.3.3, The [grid-manager] section: setting up the A-REX and the arched.

[gridftpd] This section configures the GridF'TPd, which is the server process running the GridF'TP
protocol. Its subsections configure the different plugins of the GridFTPd, in particular the job submission
interface: [gridftpd/jobs].

Discussed in Section 4.3.4, The [gridftpd] section: the job submission interface.

[infosys] This section configures the local information system (ARIS) and the information provider
scripts. (This section also can be used to configure an information index server, see [? ].) The commands
affect the data published by the information system, the behaviour of the publishing server and its networking
options. The subsections configure registration to information index servers, and extra information for
different information schemas.

Discussed in Section 4.3.5, The [infosys] section: the local information system.

[cluster] Configures the A-REX information provider scripts. The commands here affect the data
published by the local information system, mostly regarding the front-end machine. Must appear after the
[infosys] section.

Discussed in Section 4.3.5.1, The [cluster] section: information about the host machine

[queue/queuename] Configures the queues provided by A-REX. At least one [queue/...] section must
exist. The commands here affect the data published by the information system, mostly regarding the LRMS
queues A-REX is serving. Must appear after the [infosys] section.

Discussed in Section 4.3.5.2, The [queue/fork] section: configuring the fork queue.

Generic commands These commands specify common defaults in the [common] section, and also can
be used to set different values per component in the following sections: [grid-manager], [gridftpd]
and its subsections and [infosys].

logfile=path — where the logs will be written.
pidfile=path — where the PID of the process will be written.
debug=number — specifies the level of logging from 5 (DEBUG) to 0 (FATAL).

4.3 Setting up a basic CE

A basic CE is the starting point of every ARC setup. A basic CE is a stand-alone machine ready to accept
job submission. A basic CE will not be connected to an information index, so clients will have to explicitly
specify its job submission interface URL to connect to. This chapter will show a basic configuration of the
main sections seen in chapter Section 4.2.2, Description of configuration items.

Please make sure all the steps in chapter Section 4.1, Preparing the system are done before proceeding.

The basic CE will have fork as an LRMS, which will allow the machine to process jobs in the environment
provided by the operating system of the front-end machine. Connecting to real LRMSes is discussed in
Section 4.4.2, Connecting to the LRMS.

4.3.1 Creating the arc.conf file

ARC will by default search for its configuration file in the following location:
/etc/arc.conf

The minimal configuration file described in the following is usually installed here:
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/usr/share/doc/nordugrid-arc-doc<version>/examples/arc_computing_element.conf

where <version> varies with every update of the documentation.
The latest one can be downloaded from the ARC Configuration Examples web page®.

Copy this file into /etc with the name arc.conf, then customize its contents following the instructions
below, although it should work without any customization.

4.3.2 The [common] section

The [common] section maintains informations that will be used by any subsystem of the CE. It has to
appear as the first item in the configuration file.

A minimal configuration for this section is shown here:

[common ]
x509_user_key="/etc/grid-security/hostkey.pem"
x509_user_cert="/etc/grid-security/hostcert.pem"
x509_cert_dir="/etc/grid-security/certificates"
gridmap="/etc/grid-security/grid-mapfile"
lrms="fork"

Here we specify the path of the host’s private key and certificate, the directory where the certificates of the
trusted Certificate Authorities (CAs) are located, the path of the grid map file, which defines mapping of
grid users to local users, and the name of the default LRMS, which is “fork” in the basic case, when we only
want to use the frontend as a worker node, not a real cluster.

For details about these configuration commands, please see Section 6.1.1, Generic commands in the [com-
mon/ section

For the basic CE, let’s create a “grid map file” which looks like this:

"/DC=eu/DC=KnowARC/O=Lund University/CN=demol" griduserl
"/DC=eu/DC=KnowARC/0O=Lund University/CN=demo2" griduserl
"/DC=eu/DC=KnowARC/0O=Lund University/CN=demo3" griduserl

ihttp://www.nordugrid.org/arc/configurationfexamples.html
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4.3.3 The [grid-manager] section: setting up the A-REX and the arched

The [grid-manager] section configures A-REX and arched. Its commands will affect the behaviour of
the startup scripts and the A-REX and arched processes.

A sample section would look like this:

[grid-manager]

user="root"
controldir="/tmp/jobstatus"
sessiondir="/tmp/grid"

debug="3"
logfile="/tmp/grid-manager.log"
pidfile="/tmp/grid-manager.pid"
mail="grid.support@somewhere.org"
Jjoblog="/tmp/gm-jobs.log"

Here we specify which user the A-REX should be run as, where should be the directory for the job’s metadata
(the control dir) and data (the session dir), what level of log message we want, where should be the log file
and where should the process ID of the arched daemon be written. We also specify an e-mail contact address
and the path of the “joblog” file, which will contain information about each job’s lifecycle.

For details about these configuration commands, please see Section 6.1.12, Commands in the [grid-manager]
section

4.3.4 The [gridftpd] section: the job submission interface

Currently, the production level job submission interface uses the gridftp protocol which is served by the
GridFTP Server (GFS) running on the frontend.

The [gridftpd] section configures the behaviour of the gridftpd daemon and its startup scripts.

A sample section for a basic CE is the following:

[gridftpd]

user="root"

debug="3"
logfile="/tmp/gridftpd.log"
pidfile="/tmp/gridftpd.pid"
port="2811"
allowunknown="no"

Here we specify which user the GridF'TP server should run as, the verbosity of the log messages, the path
of the logfile and the pidfile, the port of the GridF'TP server, and that only “known” users (specified in the
grid map file) should be allowed to connect.

For a minimal ARC CE to work, we need the configure the job interface with setting up the “job plugin” of
the GridF'TP server in a configuration subsection:

[gridftpd/jobs] controls how the virtual path /jobs for job submission will behave. These paths can
be thought of as those of a UNIX mount command. The name jobs itself is not relevant, but the contents
of the section and especially the plugin command determine the path behaviour.

For a minimal CE to work, it is sufficient to configure the following:

[gridftpd/jobs]
path="/jobs"
plugin="jobplugin.so"
allownew="yes"
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Here we specify the virtual path where the job plugin will sit, the name of the library of the plugin, and that
new jobs can be submitted (turning allownew to “no” would stop accepting new jobs, but the existing jobs
would still run.)

For a more complex configuration example with fine-grained authentication based on groups see 6.15.4, Con-
figuration Examples and for full details on all configuration commands, please see Section 6.1.4, Commands
in the [gridftpd] section

As GridFTPd interface is planned to be phased out and replaced by the web service interface, no big changes
will be done in the future.

4.3.5 The [infosys] section: the local information system

The [infosys] section and its subsections control the behaviour of the information system. This includes:

e configuration of ARIS and its infoproviders

e customization of the published information

e configuration of the slapd server to publish information via LDAP

e configuration of BDII to generate 1dif trees for LDAP

e selection of the LDAP schema(s) to publish

e registration to an EGIIS index service (see Section 4.4.5, Registering to an ARC EGIIS)

e running a EGIIS IS (not covered in this manual, please refer to [? ])

After this section, several subsections will appear as well as some other sections which are related to the
information system, such as [cluster] and [queue/...] sections. More on these will be explained
later.

A sample configuration for a basic CE would be the following:

[infosys]

user="root"

overwrite_config="yes"

port="2135"

debug="1"

slapd_loglevel="0"
registrationlog="/tmp/inforegistration.log"
providerlog="/tmp/infoprovider.log"
provider_loglevel="2"

Here we specify which user the slapd server, the infoproviders, the BDII and the registration scripts should
run, then we specify that we want the low-level slapd configs to be regenerated each time, then the port
number, the debug verbosity of the startup script, the slapd server and the infoproviders, and the logfiles
for the registration messages and the infoprovider messages.

For details about these configuration commands, please see Section 6.1.5, Commands in the [infosys] section.

4.3.5.1 The [cluster] section: information about the host machine

This section has to follow the [infosys] section and it is used to configure the information published
about the host machine running ARC CE.

A sample configuration can be seen below:
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[cluster]

cluster_alias="MINIMAL Computing Element"
comment="This is a minimal out-of-box CE setup"
homogeneity="True"

architecture="adotf"

nodeaccess="inbound"

nodeaccess="outbound"

Here we specify the alias of the cluster, a comment about it, that the worker nodes are homogeneous, that
we want infoprovider scripts to determine the architecture automatically on the frontend (“adotf”), and that
the worker nodes have inbound and outbound network connectivity.

For details about these configuration commands, please see Section 6.1.9, Commands in the [cluster] section.

4.3.5.2 The [queue/fork] section: configuring the fork queue

Each [queue/queuename] section configures the information published about computing queues. At least
one queue must be specified for a CE to work. In this chapter a configuration for the fork LRMS will be
shown.

The fork LRMS is just a simple execution environment provided by the means of the underlying operating
system, that is, usually a shell with the standard linux environment variables provided to the mapped UNIX
user.

A special section name [queue/fork] is used to configure such information, some of its commands can be
used for any queue section, some are specific for the fork queue. More about this will be explained in
Section 4.4.2, Connecting to the LRMS.

A minimal CE configuration for this section would look like this:

[queue/fork]

name="fork"

fork_job_limit="cpunumber"

homogeneity="True"

scheduling_policy="FIFO"

comment="This queue is nothing more than a fork host"
nodecpu="adotf"

architecture="adotf"

Here we specify that this is a “fork” queue, that the number of allowed concurent jobs should equal the
number of CPUs, that the queue is homogeneous, the scheduling policy, an informative comment, and that
the type of the cpu and the architecture should be determined automatically on the frontend. The only fork-
specific command is the fork_job_limit command, the others can be used for other LRMSes also. See
sections Section 4.4.2, Connecting to the LRMS and Section 6.1.10, Commands in the [queue] subsections.

4.3.6 A basic CE is configured. What’s next?

A basic CE is now set. To test its functionality, it must be started first. Please refer to Section 5.1.3,
Starting the CFE to start the CE. If none of the startup scripts give any error, the testing can be started.
Please follow the testing suggestions in Section 5.2, Testing a configuration.

If everything works as expected, the next step is the turn the basic CE into a production level CE: connecting
it to the LRMS, turning on input file caching, and registering it to an information index service. Please
follow the instructions in Section 4.4, Production CE setup.

For some additional (optional) features, please proceed to Section 4.5, Enhancing CE capabilities.



36 CHAPTER 4. CONFIGURATION
4.4 Production CE setup

Once a basic CE is in place and its basic functionalities have been tested, these things are usually needed to
make it production-ready:

Configure access control to streamline the maintenance of the authentication and authorization of users,
VOs and authorization groups should be defined and the nordugridmap tool should be utilized to
generate the grid map file automatically. See Section 4.4.1, Access control: users, groups, VOs.

Connect to the LRMS to be able to use the underlying batch system, ARC support several famous
clustering and load balancing systems such as Torque/PBS, Sun Grid Engine, LSF, and others. See
Section 4.4.2, Connecting to the LRMS.

Enabling the cache to keep a copy of the downloaded input files in case the next job needs the same,
which greatly decreases wait time for jobs to start. See Section 4.4.3, Enabling the cache

Configure data staging Staging data in and out for jobs is a critical part of the CE, and it is important
that it is correctly configured to optimise performance. See Section 4.4.4, Configuring Data Staging.

Register to an index service NorduGrid provides an index service that will publish the CE to all the
grid clients that have access to the NorduGrid network. In this way the CE will be part of the GRID.
See Section 4.4.5, Registering to an ARC EGIIS.

Accounting the A-REX makes use of the JURA module that is capable of sending usage records to various
accounting services (APEL and SGAS [? ]). See Section 4.4.7, Accounting with JURA.

Monitoring Nagios plugins exist for monitoring the ARC Computing Element. See Section 4.4.8, Moni-
toring the ARC CE: Nagios probes.

4.4.1 Access control: users, groups, VOs

Note: this section is NOT used to publish VO information by the information system. For such a feature,
please check the tipsin 5.7.5, How to publish VO information or the authorizedvo configuration command
in 6.1.9, Commands in the [cluster] section and 6.1.10, Commands in the [queue] subsections.

The grid mappings between grid users and local unix accounts are listed in the so-called grid map file,
usually located in the directory /etc/grid-security/. By default this file also serves as list of authorized
users. While this text file can be edited by hand this is not advisible in production environments. To ease
the security administrator’s job, NorduGrid provides a collection of scripts and cron jobs that automatically
keeps the local grid map files synchronized to a central user database. If the CE has to join the Grid, it is
suggested to install the nordugrid-arc—gridmap-utils package from the NorduGrid Downloads area
or EMI repository, see Chapter 3, Installation for details. Once installed, the [groups] and [vo] sections
in the configuration file can be edited as well as optionally the location of the file representing the local list of
mappings (can have any name, but usually called /etc/grid-security/local-grid-mapfile). For
the description of the grid map file, please refer to Section 6.10, Structure of the grid-mapfile.

The two sections [group] and [vo] configure basic access control policies. The [vo] section may be also
used to control automatic mapping of GRID identities to local UNIX users:

[vo] defines Virtual Organizations (VOs). A VO is a simple way of grouping sets of users belonging to
different (real) organizations and, for example, willing to use the same set of software. A common use
of this section is to include users published by VOMS servers [? |. [vo] sections can be referred by
[group] sections. If this happens, it is important that the corresponding [vo] definition appears
before the [group] section that refers to it.

[group] defines authorization rules to access the CE for users or set of users defined by [vo] sections.

The configuration presented here is sufficient for a simple production setup where the identities are known
or are already contained in a file or a collection of files, eventually located and updated remotely.
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Figure 4.3: The A-REX maps the grid users to local users based on information about their identity and Virtual

Organization membership. It’s also possible to do default mapping.

4.4.1.1 [vo] configuration commands
The following is a sample [vo] section for a minimal CE:

[vo]

id="vo_1"
vo="TestVO"
source="file:///etc/grid-security/local-grid-mapfile"
mapped_unixid="griduserl"

require_issuerdn="no"

We define a VO here with the name of TestVO and the id of vo_1, the list of members comes from a URL
(which here points to a local file, see example below), and all members of this VO will be mapped to the

local user griduserl.

Here’s an example of the file with the list of members:

" /DC=eu/DC=KnowARC/O=Lund
" /DC=eu/DC=KnowARC/0O=Lund
" /DC=eu/DC=KnowARC/0=Lund
" /DC=eu/DC=KnowARC/O=Lund
" /DC=eu/DC=KnowARC/O=Lund

University/CN=demol"
University/CN=demo2"
University/CN=demo3"
University/CN=demo4"
University/CN=demo5"

For more configuration options, please see Section 6.1.2, Commands in the [vo] section.

To generate the actual grid map file from these [vo] settings, we need the nordugridmap utility, described

below.

4.4.1.2 Automatic update of the mappings

The package nordugrid-arc—-gridmap-utils contains a script to automatically update user mappings
(usually located in /usr/sbin/nordugridmap). It does that by fetching all the sources in the source
commands and writing their contents adding the mapped user mapped_unixid in the grid-mapfile and each

file specified by the file command. The script is executed from time to time as a cron job
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Figure 4.4: The LRMS frontend and the nodes sharing the session directory and the local users

4.4.1.3 [group] configuration commands

[group] defines authorizations for users accessing the grid.

There can be more than one group in the configuration file, and there can be subsections identified by the
group name such as [group/users].

For a minimal CE with no authorization rules, it is sufficient to have something like the following, preceeded
with the [vo] section previously defined in this chapter:

[group/users]
name="users"
vo="TestVO"

where the name could be omitted and then would be automatically taken from the subsection name.

For more about authorization, please read Section 6.1.3, Commands in the [group] section.

4.4.2 Connecting to the LRMS

A-REX supports several Local Resource Management Systems, with which it interacts by several backend
scripts.

Connecting A-REX to one of these LRMS involves the following steps:

1. creation of shared directories between A-REX, the LRMS frontend and its working nodes. It might
involve setup of shared filesystems such as NFS or similar.

2. configuration of the behaviour of a-rex with respect to the shared directories in the [grid-manager]
section.

3. configuration of the following arc.conf sections: [common], [grid-manager], [queue/*].

In the [common] section the name of the LRMS has to be specified:

lrms=default_lrms_name [default_queue_name] — specifies the name of the LRMS and option-
ally the queue.
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The following [grid-manager] configuration commands affect how A-REX interacts with the LRMS:
gnu_time=path — path to time utility.
tmpdir=path — path to directory for temporary files. Default is /tmp.
runtimedir=path — path to directory which contains runtimenvironment scripts.

shared filesystem=yes/no — if computing nodes have an access to session directory through a
shared file system like NFS. If set to “no”, this means that the computing node does not share
a filesystem with the frontend. In this case the content of the SD is moved to a computing node
using means provided by the LRMS. Results are moved back after the job’s execution in a similar
way. Sets the environment variable RUNTIME_NODE_SEES_FRONTEND

scratchdir=path — path on computing node where to move session directory before execution. If
defined should contain the path to the directory on computing node which can be used to store a
job’s files during execution. Sets the environment variable RUNTIME_LOCAL_SCRATCH_DIR .

shared_scratch=path — path on frontend where scratchdir can be found. If defined should contain
the path corresponding to that set in scratchdir as seen on the frontend machine. Sets the
environment variable RUNTIME_FRONTEND_SEES_NODE .

nodename=command — command to obtain hostname of computing node.

For additional details, see Section 6.1.12.10, Substitutions in the command arguments and Section 6.13,
Using a scratch area.

Each LRMS has his own peculiar configuration options.

4.4.2.1 PBS

The Portable Batch System (PBS) is one of the most popular batch systems. PBS comes in many flavours
such as OpenPBS (unsupported), Terascale Open-Source Resource and QUEue Manager (TORQUE) and
PBSPro (currently owned by Altair Engineering). ARC supports all the flavours and versions of PBS.

Recommended batch system configuration PBS is a very powerful LRMS with dozens of configurable
options. Server, queue and node attributes can be used to configure the cluster’s behaviour. In order to
correctly interface PBS to ARC (mainly the information provider sc