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Chapter 1

Overview

The ARC middleware [? | by NorduGrid [? ] is a software solution that uses grid technologies to enable
sharing and federation of computing and storage resources distributed across different administrative and
application domains. ARC is used to create grid infrastructures of various scope and complexity, from
campus to national grids.

This document gives a detailed overview of the ARC Computing Element (CE), along with step-by-step
installation and configuration instructions and a full reference of the configuration commands.

1.1 The grid

An ARC-based grid aggregates computing and storage resources, making them accessible through standard
interfaces, and using a common information system to optimize access.

Client tools can query this information system to see what kind of resources are available, match user’s
tasks to best available resources, submit computing jobs, which are smaller or bigger tasks (scripts and/or
binaries, often processing defined input data) to run on computing nodes in the grid, they can access files
on and upload results to storage resources.

For users, all this complexity is hidden: they simply formulate their tasks in a special language and send
them to the grid, not even knowing which computing or storage resources are out there. ARC takes care of
the rest.

While submitting jobs, users must specify requirements for each job, namely, what software should it execute,
what data to process, what kind of software environment it needs on the computing node, how much memory,
how strong CPU, etc. — these are specified in the formal job description. They can use various client tools,
like the native command-line interface supplied along with the ARC middleware [? ], GUI tools, web portals
or specialized clients as part of a bigger software tool. All users must be authenticated by grid services using
X.509 certificates signed by trusted Certificate Authorities. ARC also uses short-lived prozy certificates to
delegate users’ rights to various activities performed by Grid services on their behalf, such as job execution
or data transfer. Authentication alone is not sufficient: users must also be authorized to perform such
activities. Typically, users form groups (called Virtual Organizations, VOs) to ease to process of getting
authorized on the several computing resources.

In order to handle all the computing resources in a uniform way, there is a need for a layer (“middleware”)
between the client tools and the resources: the Computing Element (CE). This document describes how to
use the CE functionality of the ARC middleware to make a computing resource accessible for grid users.

1.2 The ARC services

Grid computing has three big areas: computation, storage and information. The server side of the ARC
middleware provides services for all three main areas:
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Figure 1.1: The interfaces and internal components of a generic grid computing element

¢ The Computing Element (CE). By installing the ARC Computing Element (CE), a computing re-
source (usually, computing clusters managed by a batch system—LRMS—or a standalone workstation)
will gain standard grid interfaces, through which users (authenticated using their X.509 certificates)
can get information about the resource, submit, query and manage computing jobs with the help of
client tools. The computing resource will also gain a capability to register itself to several different
grid information system such that client tools would discover it.

e The Storage Element (SE). The ARC GridFTP Server [? | besides being an important part of the
ARC Computing Element, can also be installed as a standalone storage solution.

e The Indexing Service (EGIIS). The ARC Enhanced Grid Information Indexing Service (EGIIS)
is capable of collecting registrations from computing elements and storage elements equipped with
the ARC Resource Information Service (ARIS) and providing these resource pointers to the client
tools. There are several EGIIS instances deployed all around the world. New resources usually register
themselves to one or more of the existing indexes.

These three functionalities are implemented by one or more ARC services, which can be installed separately
in a standalone manner, or all of them can reside on the same machine. This document only describes the
ARC Computing Element (CE). For the description of the standalone GridFTP Storage Element, please
refer to the The NorduGrid GridFTP Server document [? ].

There is a very important fourth area: the client side. The ARC command line clients [? | are able to
fully interact with the A-REX or other computing elements, they support several data transfer protocols to
be able to upload and download files from all kinds of storage resources. They are querying the available
computing resources from the information system, doing brokering based on the requirements specified in
the job description (languages supported: XRSL [? ], JSDL [? ] and JDL [? ]), they are able to query the
status of jobs and manage their lifecycle, and to handle all aspects of the secure communication including
delegation of the user’s credentials.

1.3 The functionality of the ARC Computing Element

Figure 1.1 shows the interfaces and the internal components of a generic grid computing element. An ARC
Computing Element (CE) has these interfaces and components, and with them it is capable of the
following:

e to advertise (register) itself in an information system to make the clients tools know about its location
and capabilities

e to accept job execution requests coming through the job submission interface and to process the jobs
(written in standard job description languages) handled by the ezecution service
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Figure 1.2: The interfaces and components of the ARC Computing Element

e to accept the files requested by the jobs from the user through the file access interface or to download
them from remote storages (input file staging) and to avoid downloading the same files over and over
again by caching them

e to forward the jobs to the local resource management system (LRMS) (such as Condor [? ], Torque [?
], OpenPBS [? ], Sun Grid Engine [? ], etc.), which will schedule and execute them on the computing
nodes in the local cluster

e to monitor the status of the jobs by running the information provider scripts and make this information
available through the information query interface.

e to make the results (output files) of the jobs accessible through the file access interface or upload them
to a remote storage output file staging

1.4 The A-REX, the execution service

The most important component of the ARC Computing Element is the A-REX (ARC Resource-coupled
EXecution service). The A-REX accepts requests containing a description of generic computational jobs and
executing it in the underlying local batch system. It takes care of the pre- and post-processing of the jobs:
staging in (downloading) files containing input data or program modules from a wide range of sources and
storing or staging out (uploading) the output results.

The ARC Computing Element with the help of A-REX and some other services provides two distinct set
of interfaces: the pre-web service interfaces, which are based on LDAP and GridFTP, and are currently
widely deployed and in production; and the web service interfaces, which are based on grid standards, are
also well-tested and production-quality but not yet widely used. Figure 1.2 shows the interfaces and also
the other components.

1.4.1 The pre-web service interfaces

The pre-web service job submission interface uses the GridF'TP protocol in a special way. It is provided by
a separate component, the ARC GridFTP Server (GFS) has a job plugin which accepts job descriptions in
the XRSL job description language. The A-REX works together with the GridFTP Server to get notified
about new jobs.

The pre-web service information query interface of the ARC CE is an LDAP/BDII based interface, which
is provided by a separate component, called the ARIS (the ARC Resource Information System).

The pre-web service file access interface uses the GridFTP protocol, and is served by the same ARC GridF'TP
Server (GFS) which provides the job submission interface too.
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Figure 1.3: The services and components of the pre-web service ARC CE

The A-REX service itself has no direct interface to the clients in the pre-web service case, it communicates
through the GridFTP Server (GFS). Figure 1.3 shows the services and the components of the pre-web service
ARC CE.

1.4.2 The web service interfaces

The web service job submission interface of the ARC CE is provided by the A-REX itself, and it is a
standard-based interface: an enhancement of the OGSA Basic Execution Service recommendation [? |.

The web service information query interface of the ARC CE is also provided by the A-REX itself, and
it is also a standard-based interface, called LIDI (Local Information Description Interface), which is an
implementation of the OASIS Web Services Resource Properties specification [? ].

The file access interface is technically not a web service, but it is the well-known HT'TPS interface provided
by the A-REX itself.

In the web service case, all the interfaces are provided by the A-REX itself, there is no need of separate
services. Figure 1.4 shows the components of the web service ARC CE.

The web service and the pre-web service interfaces are capable to work together: an ARC CE can provide
both interfaces at the same time.

1.5 Security on the Grid

Security on the grid is achieved using X.509 certificates. Any grid service needs to have a certificate issued
by a trusted Certificate Authority (CA). A single machine, like a front-end running a CE, is identified by a
host certificate. A single user accessing the grid is identified by a user certificate also issued by a trusted
CA.

Grid CAs are often established in each country, though there are also CAs issuing certificates for specific
organizations (like CERN), or for several countries (like TERENA). Each CA has its own certification policies
and procedures: to access/setup a grid service, one has to contact the relevant Certificate Authority in order
to obtain the needed certificates.

When a user wants to access the grid, the client tools generate a short-lived prozy certificate to delegate
user’s rights to jobs or other activities performed by grid services on the user’s behalf.
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Figure 1.4: The components of the web service ARC CE

In order for the server to authenticate the client, the certificate of the CA issuing the user’s certificate has
to be installed on the server machine. In the same manner in order for the client to authenticate the server,
the certificate of the CA issuing the host’s certificate should be installed on the client machine.

On the server side it is the responsibility of the system administrator to decide which authorities to trust, by
installing each authority’s certificate. On the client side, the user decides which CA certificates she installs.
The user cannot access a grid resource, if the issuer CA certificate of the host is not installed.

Figure 1.5 shows an overview of the required keys and certificates, and also the process of creating a client
proxy certificate using the user’s credentials, and optionally collecting more information about the Virtual
Organization (VO) the user belongs by connecting to a Virtual Organization Membership Service (VOMS).

1.6 Handling jobs

A job is described as a set of input files (which may include executables), a main executable and a set of
output files. The job’s life cycle (its session) starts with the arrival of the job description to the Computing
Element (CE), next comes the gathering of the input files, then follows the execution of the job, then the
handling of the output files and finally job ends with the removal of the session contents by either the user
or after a specified amount of days by the CE.

Each job gets a directory on the CE called the session directory (SD). Input files are gathered in the SD. The
job may also produce new data files in the SD. The A-REX does not guarantee the availability of any other
places accessible by the job other than SD (unless such a place is part of a requested Runtime Environment,
see section 1.7, Application software in ARC: The RunTime Environments).

Each job gets a globally unique identifier (jobid). This jobid is effectively a URL, and can be used to access
the session directory (to list, download and even upload files into the SD) from outside, either through the
HTTP(S) interface or through the GridFTP Server.

1.6.1 A sample job processing flow

The jobs in the ARC Computing Element usually go through these steps:

1. The client (such as the ARC command line tools [? ]) connects to the job submission interface (either
to the web service interface of A-REX or to the GridF'TP Server).
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Figure 1.5: Certificates on the client side and on the server side. The client tools create a proxy certificate using the
user’s credentials, and optionally collect more information about the Virtual Organization (VO) the user belongs by
connecting to a Virtual Organization Membership Service (VOMS).

10.

11.

12.

Using the well-established processes of the X.509 Public-Key Infrastructure [? ], the client and the
server both authenticate each other, based on the trusted CA credentials which were previously installed
on both ends.

The A-REX authorizes the user based on configurable rules, and maps the grid identity to a local
username which should be available also on all the worker nodes.

The client tool delegates user’s credentials to the A-REX to enable it to act on behalf of the user when
transferring files. (See Figure 1.6.)

A job description written in one of the supported languages (XRSL [? | or JSDL [? ]) is sent from
the client to the server. (The client itself understands the JDL [? | language also, and it translates it
to either XRSL or JSDL for the A-REX to understand.)

. The job is accepted and a directory (the session directory, SD) is created which will be the home of

the session. Metadata about the job is written into the control directory of the A-REX.

. The client tool receives the location of the session directory (SD), and if there are local input files, those

will be uploaded into the SD through the file access interface (either through the HTTP(S) interface
of the A-REX, or through the GridFTP Server).

If the job description specifies input files on remote locations, the A-REX fetches the needed files
and puts them into the SD. If the caching is enabled, the A-REX checks first if the file was already
downloaded recently, and uses the cached version if possible.

When all the files prescribed in the job description are present (either uploaded by the client tool or
downloaded by the A-REX), a suitable job script is created for and submitted to the configured batch
system (LRMS).

During this time, the SD of the job is continuously accessible by the client tool, thus any intermediate
result can be checked.

The information provider scripts periodically monitor the job status, updating the information in the
control directory.

When the job in the LRMS is finished, the A-REX uploads, keeps or removes the resulted output files
according to the job description.
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Figure 1.6: The client delegates the client proxy to the Computing Element, while both parties verifies that the
credentials are signed by a trusted Certificate Authority (CA)

13. The client tool may also download the output files through the file access interface, and remove the
job from the Computing Element (CE).

During the whole lifetime of the job, its status can be queried through the information query interface (either
through the LDAP interface or through the LIDI web service interface).

Figure 1.7 and Figure 1.8 shows the staging process.

1.7 Application software in ARC: The RunTime Environments

Code development in science but also in specific knowledge areas always demands specific software, libraries
and tools to be used. A common task when offering computational power is to recreate such environments
for each specific knowledge domain.

To provide such software environments and tools in the grid world, ARC enforces the concept of the RunTime
Environment (RTE).

ARC RunTime Environments (RTEs) provide user interfaces to application software and other resources in
a way that is independent of the details of the local installation of the application and computing platform
(OS, hardware, etc.).

It addresses setups typically required by large research groups or user bases, dealing with a common set of
software.

The actual implementation of particular RTE may differ from site to site as necessary. However, it should be
designed so that resource providers with different accounting, licence or other site-specific implementation
details can advertise the same application interface (RE) for all users. It is always up to the local system
administrators to take a decision whether to install and enable a particular runtime environment or not.

A RTE, as conceptualized in http://pulse.fgi.csc.fi/gridrer/htdocs/intro.phtmi , is defined
by two items:

1. RTE Homepage

e describes the users’ application interface

e provides application installation instructions for the site administrators


http://pulse.fgi.csc.fi/gridrer/htdocs/intro.phtml
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Figure 1.7: The process of staging in the input files of a job

e links to the application support information
2. RTE itself

e is a shell environment initialization script
e is installed on computing resources

e initializes variables that point to the application software

Let’s have an example from the user perspective:

A user has a script written in python 2.6 that she wishes to execute in some remote computing node in
Grid. She requests PYTHON-2.6 Runtime Environment in the job-description file and passes that file to the
command arcsub.

Upon submission, arcsub parses the job description, notices the RTE request and submits the job only
to sites advertising that RTE. After job submission A-REX on the chosen site initializes the environment
in the computing node before local execution of the job. It initializes the environment so that python
interpreter and standard libraries are in the PATH and executable/readable by the user as described in the
RTE Homepage.

What does this give to the users:

e casier access to a large software resource base

e identical interface to applications independent of the computing platform
What does this do for resource providers and application developers:

e opens the application to a large user base

e reduces overlapping work with application support

More information on how to setup RTEs can be found in Section 4.5.2, Runtime Environments.
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Figure 1.8: The process of staging out the output files of a job

1.8 The local information

In order to create a Grid infrastructure using ARC-enabled computing resources, information description and
aggregation services need to be deployed. ARIS is coupled to a computing resource and collects information
about it. EGIIS keeps a list of ARIS instances, and eventually, of other EGIIS instances lower down in
hierarchy. Top-level EGIIS instances thus serve as an entry point to the Grid, allowing to discover all the
resources.

While ARIS is coupled to a resource, EGIIS is an independent service. A typical Grid resource owner
always has to deploy ARIS*. EGIIS servers, on the other hand, are normally deployed by the overall Grid
infrastructure operators.

A system effectively created by ARIS and EGIIS services is called the ARC Information System. Being
based on OpenLDAP [? ], it can be accessed in a standard manner by a variety of LDAP clients, giving a
full overview of the infrastructure resources.

ARIS instances are responsible for resource (e.g. computing or storage) description and characterization.
The local information is generated on the resource, and it can be cached. Upon client requests it is presented
via LDAP interface.

1.8.1 Overview of ARC LDAP Infosys schemas

ARC information system currently can present information in three different formats, or schemas. These
can be enabled simultaneously. The schemas are:

1. NorduGrid-ARC schema — this is the NorduGrid default schema, described in detail in this document.
It was inspired by Globus MDS, but has been improved a lot over the years and due to incompatible
changes was moved into the NorduGrid LDAP namespace. In order for standard NorduGrid clients to
submit jobs to a resource, this schema must be published.

2. Glue 1.2 — This is the schema that is used by gLite [? ]. Currently, gLite supports Glue 1.3 schema,
but Glue 1.2 is sufficient to be compatible. If ARC is configured to publish information in the Glue 1.2

*Without ARIS, a resource is still functional, but is not a Grid resource
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format, it will first produce data in the NorduGrid-ARC schema which will then be translated to Glue
1.2. To allow gLite clients to submit to a resource, this schema must be published. Please note, that
the gLlite information system must also be hooked into the resource in order for this interoperability
to work.

3. Glue 2.0 — This is the common schema for the EMI [? |. This schema can be published both through
LDAP and XML interfaces of the ARC Compute Element.

ARIS is the information service that is installed on the ARC Compute Element. It publishes via LDAP
interface information about the local computing cluster, like: operating system, amount of main memory,
computer architecture, information about running and finished jobs, users allowed to run and trusted cer-
tificate authorities. The information can be published in either NorduGrid-ARC schema, Glue 1.2 schema
or Glue 2.0 schema.

The dynamic resource state information is generated on the resource. Small and efficient programs, called
information providers, are used to collect local state information from the batch system, from the local Grid
layer (e.g. A-REX or GridFTP server) or from the local operating system (e.g. information available in
the /proc area). Currently, ARC is capable interfacing to the following batch systems (or local resource
management system LRMS in the ARC terminology): UNIX fork, the PBS-family (OpenPBS, PBS-Pro,
Torque), Condor, Sun Grid Engine, IBM LoadLeveler and SLURM.

The output of the information providers (generated in LDIF format) is used to populate the local LDAP
tree. This OpenLDAP back-end implements two things: it is capable caching the providers output and upon
client query request it triggers the information providers unless the data is already available in its cache.
The caching feature of the OpenLDAP back-end provides protection against overloading the local resource
by continuously triggering the information providers.

1.9 LRMS, Queues and execution targets

Usually the A-REX is installed on top of an existing local resource management system (LRMS). The A-REX
has to interfaced to the LRMS in order to be able to submit jobs and query their information.

The A-REX assumes that the LRMS has one or more queues, which is a couple of (usually homogeneous)
worker nodes grouped together. These queues should not overlap. The different LRMSes have different
concepts of queues (or have no queues at all). Nevertheless, in the A-REX configuration, the machines of
the LRMS should be mapped to A-REX queues. The details can be found in Section 4.4.2, Connecting to
the LRMS.

The client side job submission tools query the information system for possible places to submit the jobs,
where each queue on a CE is represented as an execution target, and treated separately.
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Requirements

To properly configure an ARC CE the following prerequisites are needed:

¢ Administrators installing ARC CE must have access to network firewall configuration:
Several ports will need to be open for the ARC services to work (see 4, Configuration and 4.1.4,
Firewalls

e Time Synchronization of the system that will run an ARC CE must be setup, by using the NTP
protocol [? ] or similar. The grid relies on syncronization for the jobs to be correctly submitted and
for the security infrastructure to work properly.

The following is optional but suggested to be on the machines running an ARC CE:

e A networked filesystem such as NFS or similar, to connect storage and share job data between the
ARC middleware and the LRMS system behind it.

2.1 Software Requirements

ARC services can be built mainly for GNU/Linux and Unix systems.
Table 2.1 shows the current officially supported ones.

’ Operating System ‘ Version/Distribution | Supported Architectures

Scientific Linux 5.5+ | i386, x86_64
GNU/Linux RedHat 5+ 1386, x86_64
Debian 6+ 1386, x86_64
Ubuntu 10.04+ 1386, x86_64

Table 2.1: Supported operating systems

For a detailed list of the software libraries needed to compile and install ARC services, please refer to the
README included in the source tarball. See Chapter 3, Installation for details.

2.2 Hardware Requirements

The NorduGrid middleware does not impose heavy requirements on hardware. The choice is only bound to
the computational needs of your organization.

Table 2.2 shows the minumum requirements.

19
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Architecture 32 or 64 bits
CPU families > 1386 , PowerPC
CPU Speed > 300 MHz
Memory Size > 128MB
Disk space for binaries < 30MB
Disk space including development files 160MB

Disk space including external software (such as Globus Toolkit 5) | +10MB

a public IP on the front-end
cluster is strongly encouraged.
Worker nodes can be on a private
or local network.

Network connectivity

Table 2.2: Hardware Requirements

2.3 Certificates

To run an ARC CE and have it servicing the grid, a host certificate provided by a Certificate Authority
(CA) is needed.

A request for such a certificate must be sent to the National Grid Infrastructure organization or to any local
organization entitled to provide grid services.

The CA certificate is needed as well, this is public and can be usually obtained from either the CA itself, of
fetched from the EMI repository, IGTF repository, NorduGrid yum/apt repositories, or from the NorduGrid
Downloads area. These are needed to verify that the service and the users connecting to it have valid
credentials, to perform mutual authentication.

If this is the first time the reader sets up an ARC CE, we suggest to obtain temporary test
certificates for hosts, users and a temporary CA via the InstantCA service:

https://arc-emi.grid.upjs.sk/instantCA/instantCA

Such certificates cannot be used in production environments and can only be used for testing

purposes.
Once the system administrator feels comfortable with an ARC CE setup, InstantCA certificates
can be substituted with actual ones from trusted production CAs.

Installation of certificates is discussed in Section 3.3, Installation of certificates.


https://arc-emi.grid.upjs.sk/instantCA/instantCA

Chapter 3

Installation

3.1 Installation for commom GNU /Linux Distributions

The preferred installation method for ARC middleware is by installing packages from repositories. The
currently supported distributions are those based on YUM-RPM (Red Hat, CentOS, Fedora, Scientific
Linux) and those based on APT (Debian, Ubuntu).

The packaging systems will automatically download additional libraries and dependencies for all the ARC
middleware components to work properly. You can choose to install single packages one by one and add
functionalities in a step-by-step fashion. Please refer to table 3.1 if you plan to do so.

ARC provides also meta-packages that are shortcuts to install a group of packages that provide a single
functionality. It is strongly recommended to use this functionality for a quick start.

3.1.1 Setting up the repositories

The current repository is the official NorduGrid one. To configure NorduGrid repositories please follow the
up-to-date instructions at:

http://download.nordugrid.org/repos.html

If ARC CE is to be used together with other Europe