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A stable, robust, scalable, dynamic and reliable information system is a cornerstone of any kind of Grid
system. Without a properly working information system it is not possible to construct a production quality
Grid. A scalable Grid information system is inherently distributed, a centralized system is not able to cope

with the dynamism of the Grid.

The information system acts as a nervous system of the Grid and its main tasks consist of

e Resource Description: Characterization of Grid resources by specifying static, semi-static and dynamic
properties (e.g. information about Grid jobs and user quotas are presented as dynamic local resource

properties).

Grid clients are relying on the resource description functionality of the information system during their
matchmaking and brokering process. Grid monitoring and job status queries also rely on resource

description.

e Resource aggregation: Individual resources are connected to an ”information mesh” by dynamically
registering to some of the information index services. The information index services are responsible
for the resource aggregation, they maintain a dynamic list of available Grid resources. Furthermore,
the index services are connected to each other following a specific topological order. The resulting

structure is the ”information mesh” of the Grid.

Grid clients performing resource discovery scan the "”information mesh” utilizing its topological struc-
ture in order to find available Grid resources. Therefore resource discovery is delicately coupled to the

topological structure of the ”information mesh” that is to the resource aggregation process.

The ARC middleware implements a scalable, production quality dynamic distributed information system.
The ARC information system has been deployed and being used in a large scale production environment



since May 2002. As of writing, the information system aggregates 70 resources providing 40 thousand CPUs
and serves 400 thousand jobs per month.

LDAP-based ARC information system relies on OpenLDAP [2] and is derived from the Globus Monitoring
and Discovery Services framework [3]. It uses BDII [I7] together with a updated MDS LDAP Schema.

This document presents a technical overview of ARC’s LDAP information system. It describes the architec-
ture, implementation of the main components and the NorduGrid-ARC information model. The document is
also intended to serve as reference manual by giving a detailed description of the available Grid information.

2 Overview

The ARC middleware implements a dynamic LDAP-based distributed information system via a set of coupled
resource lists (index services) and local LDAP databases. The system consists of three main components:

1. the ARC Resource Information Service (ARIS),
2. the Enhanced Grid Information Indexing Service (EGIIS),

3. and the Registration Processes (RP)

ARIS instances are responsible for resource (computing or storage) description and characterization. The
local information is generated on the resource, and it can be cached. Upon client requests it is presented via
LDAP interface.

The main task of EGIIS services is to maintain a dynamic list of resources (LDAP URLs of the ARISes)
and index services. The index services are further coupled together implementing a specific topology.

ARIS services make use of registration processes running locally on the resources in order to list themselves in
some of the resource lists maintained by EGIIS services. Registrations are always initiated by the registrants
(bottom-up model).

ARIS has to be present at each Grid resource, and is therefore esentialy an integral part of a Grid service,
like for example a Compute Element. EGIIS is a stand-alone service and is not coupled to any resource.
While EGIIS is not needed for any particular service to function, there is no Grid without EGIIS: EGIIS
instances aggregate information and thus create a coupled infrastructure from individual resources.

Grid clients such as monitors, Web portals or user interfaces perform two type of queries:

1. During the resource discovery process clients query EGIIS services in order to collect list of LDAP
contact URLs of ARIS services describing Grid-connected resources.

2. During a direct resource query the clients directly contact each ARIS by making use of the obtained
LDAP contact URLSs.

Both type of queries are carried out and served via LDAP protocol.

Figure [1| presents an overview of the ARC information system components.

2.1 Operational overview of ARC LDAP Infosys components

ARC information system consists of a few different components that are to be split over a few different
machines:

1. Client — is typically installed on the user’s machine by users themselves, and can either be an OpenlL-
DAP LDAP-client for presenting information in a human readable form, or an ARC client that is
responsible for job submission or status querying. The standard ARC client does not output LDAP
information directly, instead it tailors it to the task that was asked of it. For example, if a job status
was queried, only information about that job will be shown to the user.



2. ARIS — is installed by system administrators that are responsible for the clusters that are connected to
the Grid. Most importantly, it runs on the ARC Computing Element and is responsible for publishing
information about the resource (cluster). More information about ARIS is available in Section [3| This
service has to be configured to register to one or more EGIIS instances.

3. EGIIS — is normally installed as a standalone service by a system administrator. It can co-exist with
any other service; when co-deployed with ARIS, it will make use of the same LDAP database instances.
This service is responsible for aggregating information from multiple ARISes and other EGIISes, and
can register this information to a higher level EGIIS. EGIISes can create a hierarchial topology of any
depth. More information about EGIIS can be found in Section

2.2 Overview of ARC LDAP Infosys schemas

ARC information system currently can present information in three different formats, or schemas. These
can be enabled simultaneously. The schemas are:

1. NorduGrid-ARC schema — this is the NorduGrid default schema, described in detail in this document.
It was inspired by Globus MDS, but has been improved a lot over the years and due to incompatible
changes was moved into the NorduGrid LDAP namespace. If you want standard NorduGrid clients to
submit jobs to your resource, you want to publish this schema.

2. Glue 1.2 — This is the schema that is used by gLite [6]. Currently, gLite support Glue 1.3 schema, but
Glue 1.2 is sufficient to be compatible. If you configure ARC to publish information in the Glue 1.2
format, you will first produce data in NorduGrid-ARC schema which will then be translated to Glue
1.2 (see Section for mapping details). If you want to allow gLite clients to submit to your resource,
you want to publish this schema. Please note, that you will also need to hook in your ARC cluster into
the gLite information system in order to get this interoperability to work. Some information about
this is available in Appendix

3. Glue 2.0 — This is the schema that will become the common schema for the EMI [7]. This schema can
be published both through LDAP and XML interfaces of ARC Compute Element.

3 ARIS

ARIS is the information service that is installed on the ARC Compute Element. It contains information
about the local computing cluster, like: operating system, amount of main memory, computer architecture,
information about running and finished jobs, users allowed to run and trusted certificate authorities. The
information can be published in either NorduGrid-ARC schema, Glue 1.2 schema or Glue 2.0 schema.

The NorduGrid-ARC schema is the main ARC schema, which needs to be published in order for an ARC
client to submit jobs to the resource.

The Glue 1.2 schema is the main schema of gLite, if you want to make your cluster compatible with gLite
clients, then you will want to enable this schema. Please take a look at Appendix

The ARIS component of the information system is responsible for generating the dynamic state information,
implementing the first-level caching of the local information and providing the requested Grid information
to the clients through the LDAP protocol. ARIS is basically nothing more but a specially populated and
customized OpenLDAP database.

The dynamic resource state information is generated on the resource. Small and efficient programs, called
information providers, are used to collect local state information from the batch system, from the local
Grid layer (e.g. A-REX [5], Grid Manager or GridFTP server [4]) or from the local operating system (e.g.
information available in the /proc area). Currently, ARC is capable interfacing to the following batch
systems (or local resource management system LRMS in the ARC terminology): UNIX fork, the PBS-family
(OpenPBS, PBS-Pro, Torque), Condor, Sun Grid Engine, IBM LoadLeveler and SLURM.

The output of the information providers (generated in LDIF format) is used to populate the local LDAP
tree. This OpenLDAP back-end implements two things: it is capable caching the providers output and upon
client query request it triggers the information providers unless the data is already available in its cache.



The caching feature of the OpenLDAP back-end provides protection against overloading the local resource
by continuously triggering the information providers.

The default information stored in ARIS follows the NorduGrid-ARC information model. The section 4] gives
a detailed technical account of the ARC information model.

3.1 Security considerations

ARIS is implemented via an LDAP database which implies the security and confidentiality capabilities of
the system.

OpenLDAP [2] contains two methods for specifying access control. The first is static, i.e. you define the
rights in configuration files. From an operational point of view, the problem of this method is that needs a
server restart at every security configuration change. The second method for access control, called as ACI
(Access Control Information), inserts access control information inside the directory itself by augmenting
every LDAP entry with a dynamically modifiable ACL. Unfortunately the ACI method is still considered to
be experimental.

The current ARC setup makes use of the static LDAP access control, the trees are configured to be fully
readable by anybody: ARC provides anonymous read access to every information stored in the local trees.

There are considerations to experiment with the ACI access control method or to modify the static config-
uration and require authentication from the clients.

4 The ARC information model

A Grid information model should be a result of a delicate design process how to represent the resources and
what is the best way to structure this information.

ARC implements an LDAP-based information system. In an LDAP-based system the information is being
stored as attribute-value pairs grouped together in entries which are organized into a hierarchical tree.
Therefore an LDAP-based information model is technically specified via an LDAP schema AND the structure
of the LDAP-tree (DIT).

The ARC information model naturally describes the main Grid components:

e computing resources with Grid jobs and Grid users,
e storage elements,

e and metadata catalogues

though the latter two are treated in a rather simplistic manner.

4.1 LDAP technicalities: namespace, OID, objectclasses, attributes

The NorduGrid-ARC LDAP schema (available in appendix @[) makes use of the nordugrid- namespace, the
objectclass and attribute names starts with the nordugrid- prefix.

NorduGrid is assigned to the 1.3.6.1.4.1.11604 Private Enterprise Number which is utilized according to the
Tabldil

The OID’s used in the LDAP schema are shown in Tabld2 and are taken from the range 1.3.6.1.4.1.11604.2.*
Table2| also serves as a list of the NorduGrid objectclasses. The ARC implementation follows a ”one LDAP
entry = one objectclass” approach, The ARC information system objects such as Grid-enabled clusters,
queues, storages, Grid users and Grid jobs are described by specific LDAP entry which utilizes a single ob-
jectclass. As a result a one-to-one correspondence exists between ARC LDAP entries and ARC objectclasses.

The detailed description of the objectclasses and attributes are given in the following subsections. First the
main purpose behind the objectclass is outlined followed by the one-by-one description of the attributes.
The attribute descriptions also contain information about the attributes role played in the brokering|[g], the



Object Identifier

Service area

1.3.6.1.4.1.11604.1

security

1.3.6.1.4.1.11604.2

information system

1.3.6.1.4.1.11604.3

data management

1.3.6.1.4.1.11604.4

user management

Table 1:

The OID space utilization within ARC

1.3.6.1.4.1.11604.2.1.1

cluster objectclass

1.3.6.1.4.1.11604.2.1.1.x

cluster attributes

1.3.6.1.4.1.11604.2.1.2

info-group objectclass

1.3.6.1.4.1.11604.2.1.2.x

info-group attributes

1.3.6.1.4.1.11604.2.1.3

queue objectclass

1.3.6.1.4.1.11604.2.1.3.x

queue attributes

1.3.6.1.4.1.11604.2.1.4

job objectclass

1.3.6.1.4.1.11604.2.1.4.x

job attributes

1.3.6.1.4.1.11604.2.1.5

authuser objectclass

1.3.6.1.4.1.11604.2.1.5.x

authuser attributes

1.3.6.1.4.1.11604.2.1.6

se objectclass

1.3.6.1.4.1.11604.2.1.6.x

se attributes

1.3.6.1.4.1.11604.2.1.7

rc objectclass

1.3.6.1.4.1.11604.2.1.7 x

rc attributes

1.3.6.1.4.1.11604.2.1.8

Mds objectclass

1.3.6.1.4.1.11604.2.1.8.x

Mds attributes

Table 2: The OIDs from the NorduGrid-ARC schema

job submission or the monitoring process. If applicable, the corresponding xRSL attribute[d] is displayed.
Please notice that the most of the attribute values documented below are not enforced, misconfigured or
rough sites can publish incorrect information.

4.2 The structure of the local LDAP tree: Arc DIT

The ARC local LDAP tree gives a natural representation of a Grid-enabled resource. The mds-vo-name=local,0=grid
top level entry of the tree carries no information, its role is purely structural. This entry accommodates

the subtrees of the different Grid services offered by the local machine. A Grid resource in ARC can host

a computing service and several storage or data indexing services. A computing service is described by the
cluster subtree, while the storage and data indexing services are characterised by the se and rc single-entry
subtrees, respectively.

Figure [2| shows the local LDAP tree of two Grid-enabled resources. The first machine bambi.hep.lu.se offers
both a computing service, a storage service and a data indexing service, therefore the ARIS of bambi.hep.lu.se
contains a cluster subtree under the nordugrid-cluster-name=>bambi.hep.lu.se entry a storage nordugrid-se-
name=.. and a data indexing nordugrid-rc-name=... entry. The second resource hathi.hep.lu.se serves as
a dedicated storage hosting two storage elements, therefore the ARIS of hathi.hep.lu.se consists of the two
storage entries.

The schematic structure of the cluster subtree is shown enlarged in Fig. The cluster top entry of the
subtree describes the hardware, software and middleware properties of a cluster. Grid-enabled queues are
represented by their queue entries. Active Grid jobs and authorized Grid users are described by their
corresponding job and authuser entries which are located under their hosting queues. The job and authuser
entries belonging to the same queue are grouped in two distinct subtrees, the branching is accomplished by
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structural nordugrid-info-group=job and nordugrid-info-group=user entries.

The storage and data indexing services are represented by their corresponding single LDAP entries, currently
no LDAP subtree is associated to them.

4.3 Globus Mds

These are the globus-mds attributes that we have incorporated into arc. The schema contains special ob-
jectclasses: Mds, MdsVo, MdsVoName, MdsServiceLdap and MdsService whose role it is to create structural
entries in the LDAP tree.

mds-validfrom

Attribute value: {time}
Example: 20050307103026Z
Related xRSL: none

mds-validto

Attribute value: {time}
Example: 20050307103026Z
Related xRSL: none

mds-keepto

Attribute value: {time}
Example: 200503071030267Z
Related xRSL: none

mds-vo-name

Attribute value: {Locally unique VO name}
Example: local
Related xRSL: none

mds-vo-op-name

Attribute value:  {Locally unique Op name}
Related xRSL: none

mds-service-type

11



Attribute value: {Mds service typel}
Example: ldap
Related xRSL:  none

mds-service-protocol

Attribute value: {Service protocol 0ID}
Related xRSL: none

mds-service-port

Attribute value:  {Service TCP port}
Related xRSL: none

mds-service-hn

Attribute value: {Service FQDN hostname}
Related xRSL: none

mds-service-url

Attribute value: {Service URL}
Related xRSL: none

mds-service-ldap-suffix

Attribute value: {DN suffix of service}
Example: Mds-Vo-Name=local, o=grid
Related xRSL: none

mds-service-ldap-timeout

Attribute value: {time in minutes}
Related xRSL: none

mds-service-ldap-sizelimit

Attribute value: {size}
Related xRSL: none
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mds-service-ldap-cachettl

Attribute value: {time in minutes}
Related xRSL: none

mds-service-ldap-ttl

Attribute value: {time in minutes}
Related xRSL: none

mds-reg-status

Attribute value: {status}
Example: VALID
Related xRSL: none

mds-bind-method-servers

Attribute value:  {type of server}
Example: ANONYM-ONLY
Related xRSL: none

4.4 Grouping authuser and job entries: nordugrid-info-group objectclass

The schema contains a special objectclass the nordugrid-info-group whose role is to create structural entries
in the LDAP tree. The entries nordugrid-info-group=jobs and nordugrid-info-group=users of ARIS are
separating nordugrid-job and nordugrid-authuser entries of a grid queue by grouping them in two separate
LDAP branches under the queue entry (see Fig. |2|).

The objectclass comes with a single attribute.

nordugrid-info-group-name

Attribute value: {users, jobs}
Related xRSL: none

The nordugrid-info-group-name attribute is used to distinguish between jobs or users grouping: nordugrid-
job entries are grouped under the structural entry nordugrid-info-group-name=jobs while nordugrid-authuser
entries are grouped under the nordugrid-info-group-name=users entry.

4.5 Computing resources: nordugrid-cluster and nordugrid-queue objectclass

The nordugrid schema provides two objectclasses for the description of a computing resource. The nordugrid-
cluster is used to describe general properties such as ownership, name, location, contact URL, pre-installed

13



software environments, Grid scratch space, batch system, node properties such as architecture, CPUs, net-
work connectivity. Dynamic cluster load information, such as number of queued/total jobs, is also part of
the objectclass information.

The generalized concept of a computing queue plays a central role in ARC: queues are the job submission
targets in an ARC-based Grid, during the brokering process clients select a Grid-enabled queue on a com-
puting resource. An ARC queue represents either a traditional batch queue of a local resource management
system (LRMS) such as the PBS or describes an entire LRMS when the LRMS does not support conventional
queues (Condor and SGE is handled this way). The very special LRMS, the UNIX fork is also described
as queue. The nordugrid-queue objectclass is designed to describe the generalized concept of a computing
queue. Besides the usual queue-specific information (queue status and limits, number of running/queueing
jobs) queue-level node attributes are also introduced to describe hardware/software characteristics of com-
puting nodes assigned to a certain queue. Also notice that the schema makes possible the distinction of Grid
and non-grid jobs being managed by the queue.

The ARC schema introduces cluster- and queue-level node attributes together with two homogeneity at-
tributes in order to handle possible inhomogeneity within a computing resource. The schema is designed to
be capable describing inhomogeneous resources with a queue-level homogeneity assumption but higher level
inhomogeneity can also be treated with less accuracy.

In case of homogeneous nodes the nordugrid-cluster-homogeneity=true is set and the cluster-level node at-
tributes carry the relevant information. If the nodes are inhomogeneous the nordugrid-cluster-homogeneity=no
is set and the cluster-level node attributes are either not set or their value refers to the smallest/slowest /least
powerful node. Suppose the nodes can be organized into homogeneous subgroups, this case the queue-level
node attributes are used to describe the properties of the homogeneous nodes assigned to the same queue.
Clients should always treat the queue-level node attributes with higher priority than the cluster-level ones.
The nordugrid-queue-homogeneity=true attribute value is used to specify the node homogeneity within a
queue. The nordugrid-queue-homogeneity=no means that if a given queue-level node attribute is set it refers
to the smallest/slowest /least powerful node.

nordugrid-cluster-name

Attribute value: FQDN
Example: nordugrid-cluster-name: gatel.monstercluster.nordugrid.org
Related xRSL: cluster

Ul role: used in matchmaking, monitoring, job manipulation

Description: The fully qualified domain name of the front-end machine of the cluster. This attribute is used
in the Distinguished Name of a cluster LDAP entry.

nordugrid-cluster-aliasname

Attribute value: free form text

Example: nordugrid-cluster-aliasname: Grid Monster
Related xRSL:  none
UI role: ?

Description: A free form text attribute displaying the alias name of the computing resource.

nordugrid-cluster-contactstring
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Attribute value: URL

Example: nordugrid-cluster-contactstring: gsiftp://bambi.hep.lu.se:2811/jobs
Related xRSL: none
UI role: used during the job submission process

Description: The URL of the job submission service running on the cluster front-end. Clients must use this
attribute to determine the URL of the job submission gateway available on the cluster.

nordugrid-cluster-support

Attribute value: RFC822 email address

Example: nordugrid-cluster-support: help@gridcluster.gridcenter.org
Related xRSL:  none
UI role: none

Description: The support email address of the Grid-enabled computing resource, users are suggested to use
this address in case they need to contact the site.

nordugrid-cluster-location

Attribute value: Postal ZIP code with two letter country prefix

Example: nordugrid-cluster-location: SE-22100
Related xRSL: none
UI role: none

Description: The geographical location of the cluster, preferably specified as a postal code with a two letter
country prefix.

nordugrid-cluster-owner

Attribute value: free form text

Example: nordugrid-cluster-owner: Danish Center for Grid Computing
Example: nordugrid-cluster-owner: Copenhagen University

Related xRSL: none

Ul role: none

Description: The multivalued attribute is used to display the owner of the resource.

nordugrid-cluster-acl

Attribute value: fixed form syntax

Example: nordugrid-cluster-acl: VO:ATLAS

Example: nordugrid-cluster-acl: VO0:developers.nordugrid.org
Related xRSL: none

UI role: none
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Description: The multivalued attribute is used to display authorization rules applied on a cluster. The
attribute value follows a fized form syntaz. Current syntax is rather coarse-grained and primitive: a "VO:”
prefix followed by a VO name means that the given VO is authorized on the cluster. Note that there are no
standards for VO names.

nordugrid-cluster-issuerca

Attribute value: LDAP Distinguished Name

Example: nordugrid-cluster-issuerca: /C=DE/0O=GermanGrid/CN=GridKa-CA
Related xRSL:  none
UI role: used during the job submission, matchmaking

Description: The certificate issuer of the cluster, the DN of the CA which issued the host certificate is shown
by the attribute.

nordugrid-cluster-issuerca-hash

Attribute value: Hash value of a CA certificate

Example: nordugrid-cluster-issuerca-hash: 1f0e8352
Related xRSL:  none
UI role: 777

Description: The hash value of the certificate of the issuer CA of the cluster, the hash of the certificate of
the CA which issued the host certificate used by the cluster is shown by the attribute.

nordugrid-cluster-trustedca

Attribute value: LDAP Distinguished Name

Example: nordugrid-cluster-trustedca: /C=DE/0=GermanGrid/CN=GridKa-CA
Example: nordugrid-cluster-trustedca: /DC=0RG/DC=SEE-GRID/CN=SEE-GRID CA
Related xRSL: none

UI role: 777

Description: The DNs trusted by the cluster are shown by this multivalued attribute.

nordugrid-cluster-credentialexpirationtime

Attribute value: GMT formatted time stamp

Example: nordugrid-job-credentialexpirationtime: 20050222120449Z
Related xRSL: none
UI role: ?

Description: The expiration date of the shortest living credential affecting the cluster’s x509 environment in
GMT time format.
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nordugrid-cluster-lIrms-type

Attribute value: {PBSPro, OpenPBS, torque, SGE,SGEEE, fork, Condor,1l,SLURM}

Example: nordugrid-cluster-lrms-type: torque
Related xRSL:  none
UI role: it will be used in the brokering (not implemented yet)

Description: The type of the Local Resource Management System (LRMS) running on the cluster. ARC
currently supports the PBS family, the SGE family, the Condor, IBM LoadLeveler, SLURM and the UNIX
fork batch systems.

nordugrid-cluster-lrms-version

Attribute value:  version string

Example: nordugrid-cluster-lrms-version: 1.0.1p5
Related xRSL: none
UI role: none

Description: The vendor specific version string of the Local Resource Management System. The original
vendor-provided LRMS version string is displayed without any modification.

nordugrid-cluster-lrms-config

Attribute value: free form text

Example: Short parallel jobs are prioritised"
Related xRSL: none
UI role: none

Description: A free form text attribute for additional remarks on the LRMS setup of the cluster. The
attribute is purely for ’human consumption’.

nordugrid-cluster-homogeneity

Attribute value: {True, False}
Example: nordugrid-cluster-homogeneity: False

Related xRSL: none

UI role: ?

Description: A logical flag indicating the homogeneity of the cluster nodes. The front-end is not needed to
be homogeneous with the nodes. If the nodes are declared inhomogeneous on the cluster-level, then the the
cluster-level node attributes are referring to the properties of the slowest/smallest/least powerful node.

nordugrid-cluster-architecture
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Attribute value: {1686, x86_64, alpha, sundu}
Example: nordugrid-cluster-architecture: i686
Related xRSL: architecture

UI role: used in matchmaking/brokering

Description: This is a cluster-level node attribute describing the ’hardware type’ of the nodes of the cluster.
The ’hardware type’ is defined as the output of the uname -m UNIX command.

nordugrid-cluster-opsys

Attribute value: fixed format string

Example: nordugrid-cluster-opsys: Redhat-7.2

Example: nordugrid-cluster-opsys: Linux-2.4.21-mypatch
Example: nordugrid-cluster-opsys: glibc-2.3.1

Related xRSL:  none

UI role: not yet used in the brokering

Description: The multivalued cluster-level node attribute is meant to describe the operating system of
the computing nodes. The attribute describes the operating system via the specification of the software
distribution. The same multivalued attribute is also used to specify the kernel or libc version in case those
differ from the originally shipped ones. The attribute value follows a fized form syntax: the distribution name
is given as distroname-version.number where spaces are not allowed. Kernel and libc versions are specified
according to a fixed form: kernelname-version.number, libcname-version.number.

nordugrid-cluster-nodecpu

Attribute value: fixed format string

Example: nordugrid-cluster-nodecpu: Dual AMD Athlon(tm) MP Processor 1800+ @ 1500 MHz
Related xRSL:  gridTime
UI role: used in the brokering process

Description: This cluster-level node attribute gives the CPU type information of the cluster nodes in a fixed
format. The string is constructed as CPU-model-name CPU-frequency MHZ, where CPU-model-name and
CPU-frequency are vendor specified values (on Linux systems the data is taken from the /proc/cpuinfo).

nordugrid-cluster-benchmark ***

Attribute value: fixed format string

Example: nordugrid-cluster-benchmark: SPECINT2000 @ 222
Example: nordugrid-cluster-benchmark: SPECFP2000 @ 333
Related xRSL: benchmark

UI role: used in brokering

Descriptio The multivalued cluster-level node attribute shows the performance of the computing nodes
with respect to specified benchmarks. The attribute value follows a fixed syntax: the benchmark name and
value is separated by ”@”.

fnot in a stable release yet
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nordugrid-cluster-nodememory

Attribute value: a number showing the amount in MBs

Example: nordugrid-cluster-nodememory: 900
Related xRSL:  memory
UI role: used in matchmaking/brokering

Description: The amount of node memory in MBs which can be guaranteed to be available for the application
running on the node. Please note in most cases it is less than the physical memory installed in the nodes.

nordugrid-cluster-totalcpus

Attribute value: number

Example: nordugrid-cluster-totalcpus: 60
Related xRSL: count
UI role: used in matchmaking/brokering

Description: The total number of CPUs of the computing resource being controlled by the LRMS. It is
possible that not all of them are available for Grid jobs (e.g. the cluster has a non-grid queue with dedicated
nodes).

nordugrid-cluster-cpudistribution

Attribute value: fixed format string

Example: nordugrid-cluster-cpudistribution: lcpu:36 2cpu:7
Related xRSL: none
UI role: none

Description: The CPU distribution over the nodes given in the form of ncpu:m where n is the number of
CPUs per machine and m is the number of such computers, an example: 1cpu:3,2cpu:4,4cpu:l represents a
cluster with 3 single CPU machines, 4 dual machines and one computer with 4 CPUs.

nordugrid-cluster-sessiondir-free

Attribute value: number showing the amount in MBs

Example: nordugrid-cluster-sessiondir-free: 447870
Related xRSL: disk
UI role: used in matchmaking/brokering

Description: Each Grid job has a dedicated Grid scratch area called the session directory. This attribute
shows the available free disk space in MBs for the session directories. As a minimum protection the broker
compares the available disk space to the size of the uploadable input data and rejects the clusters with
insufficient free space.
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nordugrid-cluster-sessiondir-total

Attribute value: number showing the amount in MBs

Example: nordugrid-cluster-sessiondir-total: 1447870
Related xRSL:  none
UI role: ?

Description: The total disk space in MB allocated on the cluster to host the grid job’s session directories.

nordugrid-cluster-sessiondir-lifetime

Attribute value: time interval specified in minutes

Example: nordugrid-cluster-sessiondir-lifetime: 10080
Related xRSL:  none
UI role: ?

Description: The lifetime of the job’s session directory after the job has completed. The job’s session directory
together with all the user’s data is erased when the nordugrid-cluster-sessiondir-lifetime has expired counted
from the completion of the job.

nordugrid-cluster-cache-free

Attribute value: number showing the amount in MBs

Example: nordugrid-cluster-cache-free: 2048
Related xRSL: disk
Ul role: used in matchmaking/brokering process

Description: ARC clusters can provide a cache area to store frequently used input data. Upon user request
the input data is placed into the cache instead of the session directory of the job (input data in a session
directory is not accessible by a consequent jobs). This attribute shows the available space in the cache in
MBs.

nordugrid-cluster-cache-total

Attribute value: number showing the amount in MBs

Example: nordugrid-cluster-cache-total: 8048
Related xRSL: none
UI role: none

Description: The total space in MBs allocated for the cache service.

nordugrid-cluster-runtimeenvironment
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Attribute value: Runtime Environment string[I0]

Example: nordugrid-cluster-runtimeenvironment: APPS/MODELCHECK/DUPPAAL
Related xRSL: runtimeenvironment
UI role: used in matchmaking

Description: Runtime Environments are special pre-installed and pre-configured software packages provided
in a standard way by the computing resources. A Runtime Environment Registry [I0] maintains a list
of available REs with pointers to RE descriptions. The multivalued attribute is used to display the REs
available and supported on the cluster.

nordugrid-cluster-localse

Attribute value: URL

Example: nordugrid-cluster-localse: gsiftp://hypatia.uio.no/scratch/
Related xRSL: none
Ul role: used in brokering

Description: This multivalued parameter tells the broker that certain storage URLs should be considered
"locally” available on the cluster. The attribute gives the URL of storage elements considered to be ”local”
to the cluster.

nordugrid-cluster-middleware

Attribute value: free form string to represent a software package

Example: nordugrid-cluster-middleware: nordugrid-0.4.4
Example: nordugrid-cluster-middleware: globus-2.4.3-15ng
Related xRSL:  middleware

UI role: used in matchmaking

Description: This multivalued attribute specifies the middleware packages installed on the cluster.

nordugrid-cluster-totaljobs

Attribute value: number

Example: nordugrid-cluster-totaljobs: 580
Related xRSL: none
UI role: ?

Description: The total number of non-completed jobs in the cluster. Totaljobs includes both Grid and non-
grid jobs, non-grid jobs are those batch jobs which are directly submitted to the LRMS by a local user. Grid
jobs with FINISHING, FINISHED, DELETED status are discarded.

nordugrid-cluster-usedcpus
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Attribute value: number

Example: nordugrid-cluster-usedcpus: 12
Related xRSL:  none
UI role: ?

Description: The total number of occupied CPUs in the cluster. The attribute displays the number of
busy /used CPUs regardless if the CPU is occupied by a Grid or a non-grid job.

nordugrid-cluster-queuedjobs

Attribute value: number

Example: nordugrid-cluster-queuedjobs: 812
Related xRSL: none
UI role: ?

Description: The total number of jobs (grid and non-grid) not-yet running: preparing (e.g. Grid stage-in
process) or waiting to run on a cluster. A Grid job submitted to the cluster needs to complete several stages
before it arrives to the LRMS. All these 'pre-LRMS Grid jobs’ plus the LRMS queuing jobs are taken into
account in the nordugrid-cluster-queuedjobs attribute. WARNING: The attribute is DEPRECATED in the
0.6 release!

nordugrid-cluster-prelrmsqueued

Attribute value: number

Example: nordugrid-cluster-prelrmsqueued: 423
Related xRSL: none
UI role: ?

Description: The total number of grid jobs not-yet reached the LRMS. These jobs are being processed
or put on hold by the grid layer of the cluster. A Grid job submitted to the cluster needs to complete
several stages before it arrives to the LRMS. All these 'pre-LRMS Grid jobs’ are taken into account in the
nordugrid-cluster-prelrmsqueued attribute.

nordugrid-cluster-nodeaccess

Attribute value: {inbound, outbound}

Example: nordugrid-cluster-nodeaccess: inbound

Example: nordugrid-cluster-nodeaccess: outbound

Related xRSL: nodeaccess

UI role: used in matchmaking
Description: The inbound/outbound network accessibility of the nodes determines how the nodes can connect
to the Internet: outbound access means the nodes can connect to the outside world while inbound access
means the nodes can be connected from outside. Specifying both inbound, outbound means the nodes are

sitting on an open network. If a cluster has not set this attribute then the nodes are assumed to be sitting
on a private isolated network.
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nordugrid-cluster-comment

Attribute value: free form text

Example: nordugrid-cluster-comment: This cluster is dedicated for CMS calculations
Related xRSL: none
Ul role: none

Description: The free form attribute displays some additional information about the cluster. Sometimes it
contains an URL where more information can be read about the cluster.

Starting with ARC 13.02, this field can contain a special tag to help client software to relate the services
offered by the cluster to their GLUE2 representation. This is done by showing the GLUE2 Service ID of the
A-REX ComputingService. When GLUE2 rendering is enabled, the comment field will contain the following
last line, appended to all the comments specified by the system administrator:

any comment specified by the system administrator ;
GLUE2ServiceID=urn:ogf:ComputingService:piff.hep.lu.se:arex

nordugrid-cluster-interactive-contactstring

Attribute value: URL

Example: nordugrid-cluster-interactive-contactstring: gsissh://atlas.hpc.unimelb.edu.au:2200
Related xRSL: none
UI role: ?

Description: The URL for interactive login to the cluster. Some clusters offer GSI-enabled ssh services, this
attribute presents the URL of that service.

nordugrid-queue-name

Attribute value: string representing a queue name

Example: nordugrid-queue-name: longqueue
Related xRSL: queue
UI role: used during job submission

Description: The name of the Grid-enabled batch queue. The special value fork is used for the 'UNIX fork’
system. This attribute constitutes the Distinguished Name of a queue LDAP entry.

nordugrid-queue-status

Attribute value: {active
inactive
inactive, grid-manager does not accept new jobs
inactive, grid-manager is down

inactive, gridftp is down}

Example: nordugrid-queue-status: inactive, grid-manager is down
Related xRSL: none
UI role: used in brokering
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Description: The generalized status of the queue. Besides the usual batch system queue status the attribute
also takes into account the status of the Grid services such as the grid-manager and the gridftp server serving
the queue. Grid jobs are only submitted to queues with active status.

nordugrid-queue-comment

Attribute value: free form text

Example: nordugrid-queue-comment: Special queue dedicated to BIO Apps
Related xRSL: none
UI role: none

Description: A free form attribute containing additional information about the queue.

nordugrid-queue-schedulingpolicy

Attribute value: free form text

Example: nordugrid-queue-schedulingpolicy: SIMPLE FIFO
Related xRSL: none
UI role: none

Description: The attribute is used to describe the implied scheduling policy of the queue (i.e. FIFO).

nordugrid-queue-homogeneity

Attribute value: {True, False}

Example: nordugrid-queue-homogeneity: False
Related xRSL: none
Ul role: ?

Description: A logical flag indicating the homogeneity of the queue nodes If the nodes are declared inhomo-
geneous on the queue-level, then the the queue-level node attributes are referring to the properties of the
slowest /smallest /least powerful node within the queue.

nordugrid-queue-nodecpu

Attribute value: fixed format string

Example: nordugrid-queue-nodecpu: Dual AMD Athlon(tm) MP Processor 1800+ @ 1500 MHz
Related xRSL: gridTime
UI role: used in brokering

Description: This queue-level node attribute gives the CPU type information of the queue nodes in a fixed
format. The string is constructed as CPU-model-name CPU-frequency MHZ, where CPU-model-name and
CPU-frequency are vendor specified values (on Linux systems the data is taken from the /proc/cpuinfo).
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nordugrid-queue-nodememory

Attribute value: a number showing the amount in MBs

Example: nordugrid-queue-nodememory: 600
Related xRSL:  memory
UI role: used in matchmaking/brokering

Description: The queue-level node attribute shows the amount of node memory in MBs which can be
guaranteed to be available for the application running on the node. Please note in most cases it is less than
the physical memory installed in the nodes.

nordugrid-queue-architecture

Attribute value: {i686, x86_64, alpha, sundu}
Example: nordugrid-queue-architecture: x86_64
Related xRSL: architecture

UI role: used in matchmaking

Description: This is a queue-level node attribute describing the "hardware type’ of the nodes of the queue.
The ’'hardware type’ is defined as the output of the uname -m unix command.

nordugrid-queue-opsys

Attribute value: fixed format string

Example: nordugrid-queue-opsys: Redhat-7.2

Example: nordugrid-queue-opsys: Linux-2.4.21-mypatch
Example: nordugrid-queue-opsys: glibc-2.3.1

Related xRSL: none

UI role: not yet used in brokering

Description: The multivalued queue-level node attribute is meant to describe the operating system of the
computing nodes. The attribute describes the operating system via the specification of the software distri-
bution. The same multivalued attribute is also used to specify the kernel or libc version in case those differ
from the originally shipped ones. The attribute value follows a fized form syntaz: the distribution name
is given as distroname-version.number where spaces are not allowed. Kernel and libc versions are specified
according to a fixed form: kernelname-version.number, libcname-version.number.

nordugrid-queue-benchmark ***

Attribute value: fixed format string

Example: nordugrid-queue-benchmark: SPECINT2000 @ 111
Example: nordugrid-queue-benchmark: SPECFP2000 @ 555
Related xRSL: benchmark

UI role: used in brokering
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Descriptiorﬂ The multivalued queue-level node attribute shows the performance of the computing nodes
with respect to specified benchmarks. The attribute value follows a fixed syntax: the benchmark name and
value is separated by ”@”".

nordugrid-queue-maxrunning

Attribute value: number

Example: nordugrid-queue-maxrunning: 120
Related xRSL: none
UI role: ?

Description: The batch queue limit indicating the maximum number of jobs allowed to run from this queue.

nordugrid-queue-maxqueuable

Attribute value: number

Example: nordugrid-queue-maxqueuable: 500
Related xRSL: none
UI role: ?

Description: The batch queue limit indicating the maximum number of jobs allowed to reside in the queue
(both queuing and running).

nordugrid-queue-maxuserrun

Attribute value: number

Example: nordugrid-queue-maxuserrun: 12
Related xRSL:  none
UI role: ?

Description: The batch queue limit indicating the maximum number of jobs a user can run at the same time
in the queue.

nordugrid-queue-maxtotalcputime

Attribute value: number showing the time interval in minutes

Example: nordugrid-queue-maxtotalcputime: 120
Related xRSL: cpuTime
UI role: used in matchmaking, relevant for parallel jobs

Description: The batch queue limit giving the maximum total CPU time (in minutes) a job can use/request
within this queue. The total is calculated over all processes belonging to the job (on all nodes, in case of
parallel jobs). Only published on clusters that support such a limit.

8not in a stable release yet
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nordugrid-queue-maxcputime

Attribute value: number showing the time interval in minutes

Example: nordugrid-queue-maxcputime: 120
Related xRSL: cpuTime
UI role: used in matchmaking

Description: The batch queue limit giving the maximum CPU time per CPU (in minutes) a job can
use/request within this queue. If nordugrid-queue-maxtotalcputime is also published, clients should ignore
nordugrid-queue-maxcputime.

nordugrid-queue-mincputime

Attribute value: number showing the time interval in minutes

Example: nordugrid-queue-mincputime: 10
Related xRSL: cpuTime
UI role: used in matchmaking

Description: The queue limit giving the lower value of job CPU time requests in minutes allowed in the
queue.

nordugrid-queue-defaultcputime

Attribute value: number showing the time interval in minutes

Example: nordugrid-queue-defaultcputime: 70
Related xRSL: cpuTime
UI role: ?

Description: The default CPU time assigned to this queue in minutes. Jobs not specifying their CPU time
requests are set to this default CPU time value by the LRMS.

nordugrid-queue-maxwalltime

Attribute value: number showing the time interval in minutes

Example: nordugrid-queue-maxwalltime: 140
Related xRSL: cpuTime
UI role: 777

Description: The batch queue limit gives the maximum walltime (in minutes) a job can use/request within
this queue.

Comment: The nordugrid-queue-mazwalltime attribute is introduced in the 0.6.1 ARC release.

nordugrid-queue-minwalltime
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Attribute value: number showing the time interval in minutes

Example: nordugrid-queue-minwalltime: 30
Related xRSL: cpuTime
UI role: ?

Description: The queue limit giving the lower value of job walltime requests in minutes allowed in the queue.

Comment: The nordugrid-queue-minwalltime attribute is introduced in the 0.6.1 ARC release.

nordugrid-queue-defaultwalltime

Attribute value: number showing the time interval in minutes

Example: nordugrid-queue-defaultwalltime: 90
Related xRSL: cpuTime
UI role: ?

Description: The default walltime assigned to this queue in minutes. Jobs not specifying their CPU time
requests are set to this default CPU time value by the LRMS.

Comment: The nordugrid-queue-defaultwalltime attribute is introduced in the 0.6.1 ARC release.

nordugrid-queue-running

Attribute value: number

Example: nordugrid-queue-running: 14
Related xRSL: none
Ul role: ?

Description: The attribute gives the number of CPUs being occupied by running jobs in the queue including
both the Grid and non-Grid jobs. Multi-node jobs are counted with their multiplicity: a four-node running
job increases the value of nordugrid-queue-running by four.

nordugrid-queue-gridrunning

Attribute value: number

Example: nordugrid-queue-gridrunning: 6
Related xRSL: none
Ul role: ?

Description: The attribute gives the number of CPUs currently being occupied by running Grid jobs in the
queue. Multi-node Grid jobs are counted with their multiplicity: a four-node running job increases the value
of nordugrid-queue-running by four.

nordugrid-queue-queued

Attr